JIE=3

DHD 00 (&

l|E]

=

[=]

D

jm]
[—]
[=]

00 oo julgluly oo 00

WESTFALISCHE
WILHELMS-UNIVERSITAT
MUNSTER

Diplomarbeit

Topic: Numerical Methods for
Equilibrium Models in General Markets

submitted by: Anna Weisweiler !
submitted at: May 8, 2008
Supervising Tutor: Professor Dr. Martin Burger

'email: annaweisweiler@gmx.de



Contents

1 Introduction
2 Theory
2.1 The Main Problem . . . . . . .. .. ... .. ... ...
2.2 Existence of a Solution . . . . . . .. ... ...
2.2.1 Proof of Proposition 1 . . . . .. .. .. ... ... .. ... ......
2.2.2  Proof of Proposition 2 . . . . ... ... o o
2.2.3 Proof of Proposition 3 . . . . . . . ... .. .. ...
2.3 Motivation and Discretization . . . . . . . . . . ... ... ... ...
2.4 The Main Implementation . . . . . . . ... ... ... ... . ...
3 Application I
3.1 Derivation of the Problem . . . . . . ... ... ... ... ... ........
3.2 Numerical Solution in MATLAB . . . . .. .. ... ... ... ........
4 Application II
4.1 Derivation of the Problem . . . . . . . . ... ... ... ... ... ...
4.2 General Form and Discretization . . . . ... .. ... ... ... .......
4.3 Numerical Solution in MATLAB . . . . ... ... .. ... ... .......
5 Results
5.1 General Convergence Test . . . . . . . . .. .. .. .
5.2 Results for Application I . . . . . . . . . .. ...
5.3 Results for Application IT . . . . . . . . ... ... ... ...
A Appendix
A.1 List of Parameters . . . . . . . . . . . . . .. ..
A.2 MATLAB Implementations . . . . . . . ... ... ... . ... ... .....
A.2.1 The Implementation of Chapter 2 . . . ... ... ... ... .....
A.2.2 The Implementation of Chapter 3 . . . ... ... ... ........
A.2.3 The Implementation of Chapter 4 . . . ... ... ... ... .....
A3 Acknowledgment . . . . . ...

© 0 = NN

13
19
21

22
22
29

32
32
38
41

44
44
46
93



Chapter 1

Introduction

The intention of this diploma thesis is to solve the iterative problem of two algebraic equa-
tions and a few linear partial differential equations (PDE’s). Solving this problem means
economically generating the market equilibrium. In this case every market participant acts
optimally and the market is cleared.

This problem appears in a paper by Vito D. Gala ! and in a paper by Nicolae Garleanu and
Stavros Panageas 2. Hence, one can consider this paper as a type of extention to the papers
[1] and [2].

Both papers conctruct a general equilibrium. Paper [1] considers all firms in one block and
divides agents into two groups of different risk aversions. Furthermore, paper [2] considers
every individual firm and one representative investor.

The second chapter contains the theory of the main problem, that consists of a system of
differential equations and two algebraic equations in two variables. Moreover, the proof of
the existence of a solution, the discretization of the problem and the corresponding program
that is constructed with MATLAB are also presented in chapter 2.

The third chapter is about the application of paper [1]. There the problem of paper [1] and
its numerical solution in MATLAB is described.

The fourth chapter includes the application of paper [2] and the numerical solution of the
problem given by paper [2].

The results are given in chapter five.

Moreover, a list of parameters used in this paper and all implementations constructed with
MATLAB are provided in the appendix.




Chapter 2

Theory

In this chapter I present the main problem, its discretization, and the corresponding imple-
mentation constructed with the programming language MATLAB. The proof of the existence
of a solution of the stationary equation, whose idea is used in the iteration of the implemen-
tation, is given in this chapter, too.

2.1 The Main Problem

Usually only one kind of agent and a single property is considered, which leads to only one
differential equation. We consider heterogeneous agents (i.e. several groups). In order to
describe this problem, we have to examine several differential equations. Hence, we consider
a system of two or three differential equations and a system of two algebraic equations, which
are coupled in a nonlinear way.

The typical structure of such problems is the following system of differential equations for &,
¥ and ©:
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In typical economic applications the diffusion coefficients ag, by, and ¢y disappear at the
boundary, i.e. the boundary conditions are included implicitly in equations (2.1), (2.2), and
(2.3). Hence, equations (2.1) - (2.3) are called degenerate elliptic equations and we cannot
apply standard results. Thus, the analysis is difficult and we have to pay attention to the
appropriate numerical solution of the problem.

We discretize the differential equations (2.1), (2.2), and (2.3) by using upwind techniques'.
That means using backward differencing for a; > 0 (b1 > 0, ¢; > 0) and forward differencing

for the opposite case (coefficients < 0).

Moreover, the damping is important to achieve convergence of the system. Instead of solving
the equation

—a(z)u”"(z) + b(x)u' (x) + c(z)u(x) = d()
we solve for the following equation with the damping parameter 7 > 0 (similarly for 7 < 0)
() Uy (T) 4 D(2) Uy () + () tnew (T) + Ttnew(r) = d(z) + TUma(2)

in order to perform one iteration step.
The last equation can be derived from the parabolic equation

ou 0%u ou
S a(e) S5 () + b(@) oo (@) + c(@pula) = d(a)

where %—? can be approximated by *—=¢4 with 7 = % and u,g from the previous iteration

step. (See also the next section.)

ef. [3, p. 13]



2.2 Existence of a Solution

In the following section we verify the existence of a solution by a fixed point approach, which
is later used for the numerical solution of the problem, too.

The fixed point form is given by

(u17u27u3) = A(U17U27U3) (26)

using the fixed point mapping

A:C(0,L)* — ¢ ([0, L))

(Ul,U2,Us) = (ul,uz,us)

where (u1,u2,us) are the solutions of the following equations:

—ag()uf(z) + a1 (F(2))ui(2) + a2(G(2))ur(2) + Tui(z) = as(z) +7vi(z) (2.7)
—bo(x)us () + b1 (F(x))uhy(x) + bo(F(x), G(x))uz(x)Tus(x) = bs(x)+ 1vo(z) (2.8)
—co(z)us(x) + e1(F(z))us(z) + e2(F(2), G(z))us(z)Tuz(z) = cs(z) +7vs(z) (2.9)

And the functions F' and G are computed by:
di(z)F(x) + d2(2)G(z) = ds(vi(2),v2(x), v3(2)) (2.10)
el(x)F(z) + ea(z)G(x) = es(vi(z),v2(z),v3(x)) (2.11)

For the following proofs we define a reasonable assumption:



Assumption 1:

All coefficients have to be continuous.
g, bia Ci, di: €; € C([O> L])v

and the coefficients ag, by, cg satisfy:

ap(z) > 0 z€l0,L]
bo(x) > 0 z€l0,L]
co(z) > 0 z€]0,L]

(2.12)

(2.13)
(2.14)
(2.15)

Furthermore, the coefficients ag, bg, cp and a1, by, ¢1 satisfy the following boundary

conditions:

~— T ' ~— ~— ~— ~—

Moreover, the matrix B has to be regular for all z € (0, L)

B < di(z)  do(x) >

e1(x) es(x)

and the condition number of B has to be uniformly bounded in z.

We want to prove the folowing theorem:

Theorem 1:

Let Assumption 1 hold. Then there exists a solution of equations (2.1) - (2.5).



Proof of Theorem 1:

The proof is done by Schauder’s Fixed Point Theorem? using the fixed point mapping
A that is described above.

The fixed point operator A is compact and maps a ball into itself, which follows from Propo-
sition 1, Proposition 2, and Proposition 3 in the next section. Thus, we only have to show
that the fixed point mapping is continuous.

We know from Assumption 1 that all coefficients are continuous in [0, L]. Hence, the following
mappings are continuous as well:

F(z) — a1(F(x)) (2.25)
F(z) — bh(F(x)) (2.26)
F(z) — a(F(z)) (2.27)
G(x) — a2(G(x)) (2.28)
F(x) — by(F(x),G(x)) (2.29)
G(x) — by(G(x),G(x)) (2.30)
F(z) — c(F(x),G(x)) (2.31)
G(x) — c2(G(x),G(x)) (2.32)

Thus, the mapping described by equations (2.7) - (2.9) is continuous:

(F,G) = (u1,us,u3) (2.33)

Moreover, we know from the assumptions on matrix B that the inverse B~! exists and is
continuous. Hence, the mapping described by equations (2.10) - (2.11) is continuous as well:

(Ul,vg,vg) = (F, G) (234)

Thus, we have shown that the fixed point mapping A is continuous. ]

Hence, we show the following main proposition, related to the stationary equation in
Q= (0,L):

—a;(z)u] (z) + bi(x)u(z) + ci(x)ui(z) + Tui(z) = di(z) + Tvi() (2.35)

2cf. [4, p. 502, Theorem 3] and Theorem 2 next section



Proposition 1:

Suppose u; satisfies equation (2.35) in Q = (0, L), a;, b;, ¢;, d; € C([0, L]), a;(z) >
0, ¢i(x) >0, 7 > 0, and the following boundary values:

a;(0) = ai(L) =0
b;(0) < 0
bZ(L) >
Then there exists a unique solution u; € C*([0,L]) of the stationary equation

(2.35).



2.2.1 Proof of Proposition 1

For the proof we need Schauder’s Fixed Point Theorem? that is given by:

Theorem 2:

Suppose X is a real Banach space, M C X is compact and convex and
A: M — M is continuous.
Then A has a fixed point in M.

Proof of Proposition 1:

We define M = {u € X | ||[uilloo < Ki, |[t}]|oo < Ki} with positive constants K; and K;.

M is compact and convex in L°, because the first derivative of u is also bounded in L°°.
Note that the space of all continuous functions defined on a closed interval is a Banach space
with the supremum norm.

Hence, we will show the next two propositions in the following subsections:

Proposition 2:

Suppose u; satisfies equation (2.35). Then there exists K; > 0 such that for
|villoo < K; the following estimate holds:

|uilloo < K

Proposition 3:

Suppose u; satisfies equation (2.35). Then there exists K; > 0 such that for
lvilloo < K; the following estimate holds:

o < i

After showing these requirements for Schauder’s Fixed Point Theorem, we can define the
mapping A in the following way:

A: M — M with A(v) = v and u is a solution of (2.35)
With Schauder’s Fixed Point Theorem it follows that A has a fixed point in M.

From this follows the existence of a solution w;(z) of (2.35) with 7 = 0.

In order to show uniqueness we apply the Maximum Principle to the difference of two solu-
tions of equation (2.35). O

3¢f. [4, p. 502, Theorem 3]



2.2.2 Proof of Proposition 2

First of all we have to show ||u;|l < K;. For this sake we need the Maximum Principle*.

Theorem 3:
If u(x) satisfies the differential inequality
Lu = v+ g(x)u' + h(z)u > 0
in an interval (a,b) with h(z) <0, if g and h are bounded on every closed subin-
terval, and if u assumes a nonnegative maximum value K at an interior point,
then u(z) = K.

Proof of Proposition 2:

We define

Lui(z) = —a;(x)u](x) + bi(z)uj(x) + (ci(2) + T)ui(w) (2.36)
filz) = di(x) + Tvi(x) (2.37)

with a;(z) > 0 and a; = 0 at the boundary values, ¢;(x) > 0, 7 > 0, b; < 0 at the left bound-
ary point and b; > 0 at the right boundary point, which is a suitable assumption satisfied in
practice.

Fist we concider the case Lu;(x) < 0:

If we apply the Maximum Principle, three cases can occur:
e In the first case u; is a positive constant. We can apply this to equation (2.36). From

the fact that the first and the second derivative of u; is zero and from (ci(z)+71) >0
follows that Lu;(z) > 0, which is inconsistent to Lu;(z) < 0.

e The second case denotes u;(z) < 0.

“cf. [5, p. 64, Theorem 6]



e In the last case u; has no local maximum at an interior point of the interval. This can
also be disproved:
Assume that u;(z) > 0 and consider equation (2.35) at the boundary. Because of a; =0
at the boundary, equation Eu,(x) < 0 reduces to the following inequality:

bi(x)uj(x) + (ci(z) + TIui(z) < 0

From (¢;(x) + 7) > 0 and u;(z) > 0 we know that —(¢;(x) + 7)u;(z) < 0 holds. So we
obtain the next inequality:

At the left boundary value b; < 0 holds. Thus, we have u/(z) > 0 at the left part of the
interval. Hence, u}(z) < 0 holds analogically for b; > 0 at the right part of the interval.
From this it follows for an interior point x:

u;(z) > the boundary values of w;

We have assumed that u;(z) > 0, so u; has a positive maximum at an interior point.
This is inconsistent to the case we consider. Thus, this case is also disproved.

Hence, Lu;(x) < 0 and the Maximum Principle leads to u;(z) < 0.

Now we consider the case Euz(x) > 0:

If we apply the Maximum Principle, there can also occur three cases:

e In the first case u; is a negative constant. We can apply this to equation (2.36) and
analogically obtain Lu;(z) < 0, which is inconsistent to Lu;(x) > 0.

e The second case denotes u;(z) > 0.

10



e In the last case u; has no local minimum at an interior point of the interval. This can
also be disproved as in the case Lu;(x) < 0:
Assume that u;(z) < 0 and consider equation (2.35) at the boundary. Because of a; =0
at the boundary, (ci(z) +7) > 0 and ui(z) < 0 equation Lu;(z) > 0 reduces to the
following inequality:

bi(z)ui(x) > 0

7

Due to the assumptions of b at the boundary values, we obtain «}(z) < 0 at the left
part of the interval and u}(z) > 0 at the right part of the interval. From this it follows
for an interior point x:

u;(z) < the boundary values of w;

We have assumed that u;(x) < 0, so u; has a negative minimum at an interior point.
That is inconsistent to this case, so it is disproved.

Thus, Lu;(z) > 0 leads to ui(z) > 0.

Hence, we can now derive the estimate ||u;]|o0 < Kj.

In the case Lu;(z) < 0 we define
172(.%') = uz(x) — KZ' (2.38)

where K; is a positive constant. Moreover, we have shown that u;(z) < 0 follows from
Lu;(x) < 0. If we apply this to u;(x), we obtain:

u(z) < K (2.39)

We can show that K; depends on d;(z) and ¢;(z) by calculating the following equation with
(2.37):

Lui(x) = fi(x) - LK; (2.40)

Rearranging leads to

Lui(z) = c(x) (d?("”) — K) + 7(vi(z) — K;) (2.41)



Because of ¢;(z) > 0, 7 > 0 and Lii;(2) < 0 the following inequalities have to hold:

max (dl(x)> < K; (2.42)
cix)
vi(z) < K; (2.43)
Moreover, in the case Lu;(z) > 0 we define
ﬂz(x) = ul(a:) + Ki (2.44)

where K; is a positive constant. Furthermore, we have shown that u;(x) > 0 follows from
Lu;(z) > 0. If we apply this to w;(z), we obtain:

—K; < i) (2.45)

We can show in an analogous way to the case Lu;(z) < 0 that K; depends on d;(z) and ¢;(z).
Hence, we obtain the next inequalities:

_K; < min <d?(x)> (2.46)
ci(z)
—-K; < wi(x) (2.47)
Combining (2.39) and (2.45) leads to the desired estimate ||u;oo < Kj. O

12



2.2.3 Proof of Proposition 3

In the following we show the bound on u} in the supremum norm.

For this sake we divide the considered interval into three parts.

Proof of Proposition 3:

First of all we want to verify the estimate for the left part of the interval:

We define w;(z) = u}(z). Hence, equation (2.35) leads to the following equation for wj:

a;(x)wi(x) = bi(x)wi(z) + (¢;(x) + T)us(z) — di(x) — Tv5() (2.48)

In the case w;(z) > 0, we define w;(x) = w;(x) + v with v > 0 sufficiently large such that
bi(x)y + (ci(z) + 1) Fi(x) — di(z) — Toi(z) < 0 (2.49)
holds with the antiderivative F;(x) of w;(x). It is possible to choose v like that, because
b;(0) < 0.
For w;(x) equation (2.48) reads as follows:
ai(@)wi(x) = bi(x)Wi(x) + bi(x)y + (ci(x) + 7)Fi(z) — di(w) — Tvi(x)  (2.50)
From (2.49) we obtain the next inequality:
ai(z)wi(z) < bi(z)w;(x) (2.51)
In the case w;(z) > 0 rearranging leads to

wi () bi(x)

! 2.52
5@ ) (232)
We obtain the following inequality, because b; < 0 at the left boundary value
GO (2.53)
wi(x)



Hence, it follows for the derivative of the logarithm that

[log(wi(x))] < 0 (2.54)

From the monotonicity of the logarithm we obtain

'&71(1') < {ﬁz(O) (2.55)

where x is an interior point of the interval.
This leads to the following;:

wi(z) < w;(0) (2.56)

In the case w;(z) < 0 we obtain:

wi(z) <~ (2.57)

Combining (2.56) and (2.57) leads to the following estimate:

0 < wi(z) < max (v, w;(0)) (2.58)

In the case w;(z) < 0, we define w;(z) = w;(x) — v with v > 0 sufficiently large such that

—bi(z)y + (ci(x) + 7)Fi(x) — di(x) — Tvi(x) > 0O (2.59)

holds with the antiderivative Fj(x) of w;(x). It is possible to choose v like that, because
b; (O) < 0.
For w;(x) equation (2.48) reads as follows:

ai()wi(z) = bi(z)wi(z) —bi(x)y + (ci(x) + 7)Fi(x) — di(z) — rvi(x)  (2.60)

From (2.59) we obtain the next inequality:

a;(x)wi(x) > bi(z)w;(v) (2.61)

(2

14



In the case w;(z) < 0 rearranging leads to
~ b
w;(x) a;(x)
We obtain the following inequality, because b; < 0 at the left boundary value.
~/
GO (2.63)
wi(z)
Moreover, it follows for the derivative of the logarithm that
[log(—w;(x))] < 0O (2.64)

From the monotonicity of the logarithm we obtain
(2.65)

—IE@(.Q?) < —@Z’(O)

where x is an interior point of the interval. This is equivalent to the following inequality:

@i(z) > @i(0) (2.66)
In the case w;(z) > 0 we obtain:
wi(r) > —v (2.67)
Combining (2.66) and (2.67) leads to the following estimate:
(2.68)

0 > wi(x) > max (—y,w;(0))

Combining (2.58) and (2.68) we obtain:
(2.69)

jwi(z)] < max (v, [wi(0)])

15



Furthermore, we have to verify the estimate for the right part of the interval:

This part is analogous to the one above. There are just a few differences:

e b; > 0 at the right boundary value

e In the case w;(x) > 0 we choose v > 0 sufficiently large such that

bi(x)y + (ci(z) + 7)Fi(z) — di(x) — Tvi(z) > O

e In the case w;(z) < 0 we choose v > 0 sufficiently large such that

—bi(x)y + (ci(x) + 1) Fi(x) — di(x) — Tvi(z) < 0O

After this we obtain the following estimate

lwi(z)] < max (v, |w;i(L)])

where L is the right boundary value of the interval.

Finally, we have to show the estimate for the central part of the interval:

For this proof we need the Gronwall Lemma?®:

Lemma 1:

Let u(t) be a continuous function defined on a closed interval J = [0,7]. If u(t)

satisfies in J the inequality

u(t) < oz—i—ﬂ/o u(s) ds

with G > 0 and an arbitrary constant c. Then the following inequality holds in J:

ut) < el

Scf. [6, p. 361, Lemma 12.27]

16
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Consider equation (2.35), define w;(z) = u}(z) and set d;(x) + Tv;i(z) — (ci(z) + T)ui(z) = C
with a constant C. Hence,

a;i(z)wi(z) = bi(x)wi(x) —C (2.71)

where for interior points of the interval it holds a;(x) > § > 0 with a positive constant d.
We conclude

(2.72)

w; —

a;(z) ai(x)

This inequality also holds as equality, but we only need the inequality. We can write this
inequality in the following way:

wi(z) < a1i+ﬂu/0 w;(s) ds (2.73)

With Gronwall’s Lemma we obtain:

uh(z) = wi(z) < ag;eli® (2.74)
Now we define w;(z) = —u}(z). Hence,
a;(z)wi(z) = bi(z)wi(x)+C (2.75)

where for interior points of the interval it holds a;(z) > 6 > 0 with a positive constant 0.
It follows that

w; + (2.76)

ai(z) ai(z)

This inequality also holds as equality, but we only need the inequality. We can write this
inequality in the following way:

wi(z) < ag + B f(;v w;(s)ds (2.77)
With Gronwall’s Lemma we obtain:

wi(z) < g e (2.78)

17



Moreover, this inequality is equivalent to the following one:

—uj(z) < oag e
ie.
uh(x) > —ag; e

With (2.74) and (2.78) we obtain the following estimate:

lwi(z)] < G
C;, = max(aleﬁlx,ageﬂ”)

Combining (2.69), (2.70), and (2.81) we obtain the desired estimate
luflloc < K

where IN(Z = max (|w;(0)|, |lw;(L)|, Ci, 7).

18
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2.3 Motivation and Discretization

We can solve the problem of equations (2.1) - (2.5) by a numerical algorithm. That means
we first have to compute F' and G from equations (2.4), (2.5) and from initial values of ®, ¥,
and ©. Afterwards we can evaluate new values of ¢, ¥, and © from equations (2.1) - (2.3).
This iteration continues until convergence is achieved.

For calculating @, ¥, and © we need the finite difference method. This discretisation is now
explained by equation (2.1).

We want to apply the discretization e.g. to equation (2.1). Hence, at each point j with
j=1,2,...,n we obtain the following equation:

ao(2)[07,P]; + a1(F (2))[0:]; + a2(G(x))®; = as(x) (2.84)

Thus, we need the discretization of ®”(x) = 92,®(x) and ®'(z) = 9,®(x). For the discretiza-
tion of the first derivatives we use upwind techniques® as described in chapter 2.1.

Thus, we obtain a M-matrix” and the discrete Maximum Principle is fulfilled. This can also
be proven by Schauder’s Fixed Point Theorem.

The derivative of second order with respect to x is approximated by:

q)j_;,_l — 2(133' + (I)j_l

07,®]; = .

(2.85)

The derivative of first order with respect to z is discretized for a;(F(x)) < 0 by forward
differencing;:

0,8); = 2L (2.86)

Moreover, the derivative of first order with respect to x for aq(F'(x)) > 0 is approximated by
backward differencing;:

[0,8]; = @~ i1 (2.87)

Scf. [3, p. 13]
Tcf. [3, Section 2.3.3, p. 25]
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This leads to the following discretization of equation (2.1):

as(z) [a(;b(f) + min (al(:(x))’o)] j1(x)
() - 27 o e fEL0) nCEED0) g, o
N [ao}(Lx) _ max (a1(hF(CU))7O)] o 1 (z) (2.88)

We can rewrite this equation in matrix form

A®(z) = asz(x) (2.89)

where the first sub diagonal of matrix A is denoted by r, the main diagonal of matrix A is
denoted by s and the first super diagonal of matrix A is denoted by t.

ro= e : (2.90)
s = ax(Glz) - Qa;)Lga:) max (al(hF(x)),O) B min (al(ilj’(:c)),O) (2.91)
) cola) | (PO 29

Hence, the described problem can be computed by the implementation that is given in the
next section.

20



2.4 The Main Implementation

In the following we describe the implementation Iteration that solves two equations for F'
and G and a system of three linear differential equations for U,V, and W.

First we need inital values of U, V, and W to solve equations (2.7) - (2.9). With these values
we are able to compute F' and G from equations (2.10) and (2.11).

That means we compute the vector o which consists of F' and G one below the other

0= (et )= (40
with matrix B of Assumption 1.

Thereafter, we have to calculate U, V, W and F, G in turn until convergence is achieved.

For the calculation of U, V, and W we have to define the damped coefficients as follows:

as = ay+T (2.93)
a3 = az+7U (2.94)
by = bo+T (2.95)
by = b3+7V (2.96)
Co = co+T (2.97)
s = c3+TW (2.98)

where 7 denotes the damping factor.

Moreover the computation of U, V, and W result from the function DGLfunction, where
U, V, and W are calculated by the following equations:

U = Ala; (2.99)
Vo= A lbs (2.100)
W o= A7'G (2.101)

where matrix A is described by equations (2.90), (2.91) and (2.92) with the dumping coeffi-
cients a9, bg, and ¢y instead of ao, by, and co.

The complete implementation is included in the appendix.
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Chapter 3

Application I

The paper [1] by Géarleanu and Panageas constructs a general equilibrium. In the model all
firms are concentrated in one block and agents are divided into less risk-averse and more
risk-averse agents. Therefore the authors investigate one representative firm and two types
of agents denoted by type A and type B agents.

There exist many relations to other papers. For example, the authors denote their paper
as an extension of the perpetual youth model of Blanchard!. In contrast to Blanchard the
model of Garleanu and Panageas is stochastic. Besides this model is similar to Campbell and
Cochrane?, but with different economic mechanisms and justification.

This paper includes four main differences to other papers: First of all, they integrate agents
with finite lifespans. Furthermore, the agent’s ability to work declines with age. Moreover,
agents may have different preferences, and finally, consumption and dividends are not equal.

3.1 Derivation of the Problem

In the following we describe the problem of paper [1] by the required equations.

The consumption share X} is given by the stochastic process
dXy = uxdt+oxdBy (3.1)

where B; is a Brownian motion and px, ox are the drift and diffusion coefficients of the
process.
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Moreover, the process of the stochastic discount factor & is defined as:

d§ = —r&dt — k§d By (3.2)

where r; is the interest rate at time ¢ and x; denotes the Sharpe ratio at time ¢.

Furthermore, the stochastic output Y; is given by the following equations:

Y; = Zif(Hy) (3.3)
dz
7t = ugzdt+ ozdB;, with positive constants uz and oz (3.4)
t

where H; denotes the agent’s aggregate hours worked at time ¢, Z; stands for the exogenous
productivity process, and f(H;) is an increasing and concave function on Hy.

The functions g; = g(X;), w; and the prevailing wage (equilibrium wage) w; = w(X;) are
defined as follows:

o) = (35)
'ZU(Xt) = ZtCU(Xt) (36)
wy = Z (37

Moreover, the following equation is important to compute the diffusion coefficient ox, the
Sharpe ratio k¢, the drift coefficient ux and the interest rate ;. This equation follows from
equation (34)3 in [1].

(A=a)(va—1) 1

¢ _1
XY, = U/ We_(ﬂ+%)(t_s)ﬁstgs <§t5t> “ <§t> WAds (3.8)

3¢f. [1, p. 14, Equation (34)]
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Hence, 7 is the constant hazard rate of death. Beyond it v refers the mass of type A agents, pa
stands for the subjective discount rate of type A agents, 74 denotes the relative risk aversion
of type A agents and 14 controls the relative importance of leisure and consumption of type
A agents. Furthermore, 3 = 4(X;) will be determined later.

For the following calculations we need Ito’s Lemma®:

Lemma 2:

Suppose u(t, s1,...,54) is a continuous function on [tg, 7] x R? with continuous
partial derivatives u;, us;, and Us; 555 Gy ] < d.
Furthermore, d one-dimensional stochastic processes S;(t) in [to,T] are given by:

dSl(t) = fz(t)dt + gi(t)th, 1=1,2,....d

Thus, the one-dimensional process V; = u(t, S1(t),...,S4(t)) is also described in
[to, T] by a stochastic differential:

d

d d d
1
dv, = up + E us, fi + 3 E us;s,;9i95 | dt + (g usigi> dW;
i=1

i=1 j=1 i=1
Moreover, the product rule for u = s;s2 and d = 2 is given by:

d(S1(t)S2(t)) = S1(t)dS2(t) + Sa2(t)dSi(t) + dSi(t)dSa(t)
= S1(t)dS2(t) + Sa2(t)dS1(t) + g1(t)g2(t)dt

Computing dw; and d(waé’b) leads to the equation for D(waﬁb). We compute d(wafb) by
Ito’s Lemma and the product rule of Ito’s Lemma:

dw¢’) = dw)E" +wd(€") + d(w)d(€") (3.9)
= w’ (fidt + 5dB) with (3.10)
2 /
L = a (,uz + %(a —1)+ uJ;(,ux +aozox — kbox) — b/{az)
o2 W' 2 W K2
—i-?X (a(a - 1) <w> + aw> -b <r + ?(1 — b)> (3.11)
o = aoyz+ au:)lax — bk (3.12)

4ef. [9, p. 104,105, (5.3.11) and (5.4.1)]
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Hence, D(w“{b) is the quotient of the drift term of d(w“{b) and w€b:

~

2
D (wagb) = al|pz+ %(a — 1)+ —(ux +aogox — kbox) — bfwz>

+J§{ (a(a — 1) (C:;) + af:) —b (7“ + ’;2(1 - b)) (3.13)

Now we can apply the d-operator on both sides of (3.8). Equation (3.14) contains the diffusion
term of the application of the d-operator to equation (3.8) divided by X,Y;.

“g‘ﬁ

ox J (L= )04 — 1) (w' ) . (3.14)
A

~ Toz+—ox = —0Xx +0z
Xi g VA w

Afterwards equation (3.15) is the quotient of the drift term of the application of the d-operator
to equation (3.8) and Y;.

2
A=vA)a=-D _ 1
= Xt [D (wt A &t WA) — <7T+ pA>
YA

In the following we derive the other equations that we need for the calculation of the diffusion
coefficient ox, the Sharpe ratio k;, the drift coefficient pux and the interest rate r;. This
equations will follow from equation (38)° in [1], which is given by:

g/ 0.2 g// g/
ux + (MZ + E(MX +oxoz)+ Xg) X+ (gUX + UZ) ox

+ v (3.15)

(A= a)(ra-1)

t _ 1
Zig(X;) = / we(”+53>(t5)vgfzsgs<zt”t> h <§t> ds (3.16)

oo Zsws &
. or Zw (1—7/)137)(7]3—1) § _%
_ PB\(t_ B B
T (2 %,
o W &s

Scf. [1, p. 15, Equation (38)]
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Equation (3.17) implies the diffusion term of the application of the d-operator to equation
(3.16) divided by Yz

(1 - X,) {“t n (1 —+5)(v —1) (Z/UX -I-UZ)] (3.17)

and equation (3.18) implies the drift term of the application of the d-operator to equation
(3.16) divided by Y;.

! 14" A—YaA)va-1) _ 1
MZJF%(Mx-FUXO’Z)JF*g*U%(Zvﬂﬂfl-FXt [D <w A€ ”A> - <7T+pA>}

29 YA
B A—¥p)op=D _ 1 B
+(1—-v)rB +(1—-X¢) |D(w B &) — |7+ o (3.18)
B
From Lemma 1 in [1] it follows that ¢ solves the differential equation (3.19).
0% (v Ay A
0 = = (67) +(¢7) (ux +ox(oy —r)) + ¢ (py —r —oyr—7—x)
Fp XY (3.19)
T g

The function (*(X;) solves the differential equation (3.20), where the following notations are

used: ¢B(X;) = L2oA(Xy), B(X;) = 59, i € {A, B}

(X))
2 /
o ; 1—9)(v—1 w i — 1 ;
-1 = 7X(Cz)/l_i_ (ﬂX +UX( wzxfyz ) <UZ+ wO_X> _O_XF)/l . K) (Cz)/
1 1
A—=v;)(v;—1) 1L i )
(D w G )= <7T + l) ¢ (320)
Vi
Moreover, parameter py and oy are given by:
/ 0.2 g//
wy = Wz -+ g*(M)( +oxoz)+ X2 (3.21)
9 2.9
g/
oy = ogz+Zox (3.22)
Y
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We can identify equations (3.15) and (3.18) as a special case of equations (2.4) and (2.5) by

setting ux = F(X) and r = G(X

the three differential equations (2.1), (2.2), and (2.3) by setting additionally ¢4 =
©. Rearranging (3.15), (3.18), (3.19), and (3.20) and omitting the index t leads to:

and (B =

dq

do

ds

€1

€2

€3

ao

ai

a2

as

b1

bo
b3

€0

C1

C2

C3

/ _ _ /
L x? _A=va)lba-1 o
g YA w
X
YA
—~ — _ / " 2
X[D<(1 ¥a)(va 1)7_1)_<W+m>_uz_gazax_gax
YA YA YA g9 g 2
g P
—Eagf —0z0x + Uﬂﬁ
, . . - . /
A e P € TV
g YA w B w
X _1-x
YA B
e Yp @ [ <(1—¢A)(7A—1) 1) ( PA)}
m—+1-v)r——=+4+X |D ,—— | =7+ =
v ( )1/1A@ YA YA YA
~((1— -1) 1 !
+(1-X) |:D<< ¥5) (v ),—>—<’/T+pB>:|—,uz—gO')(Uz—
B B VB g
ok
2

F+ox(oy — k)

Hy —g—0yk—7T =X

T+ X w

_QZ)A Xﬁ
™ g
o%
2
1— -1 ! -1
F+aX( Ya)(ya —1) (Uz+ WGX> 7 St
TA w YA

(¥4 (ra-1)

D <wA7AVAflﬁ4> - <7T+ pA)
YA
-1
ok
2
1— -1 ! -1
F+oX( vB)(vs — 1) <Uz+wax> - S
B w B

(1—¥p)(yp-1

D <w BWBWB 51_7;) — ( 4 PB)
B

-1
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). Similarly, we can identify equation (3.19) and (3.20) with
P, (4=

(3.23)

(3.24)

(3.35)
(3.36)

(3.37)

(3.38)

(3.39)
(3.40)



In the equations above, the differential operator ﬁ(a, b) is defined in the following way:

D(a,b) = D(wagb)—aﬁF(X)erG(X) (3.41)
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3.2 Numerical Solution in MATLAB

In this section we describe the implementation IterationGarleanu.
The problem in the previous section is analogous to the problem in Chapter 2. Thus, we use
the same discretization as in Chapter 2.3.

The required parameters of paper [1] are given as follows:

nz =0.018 Yp =0.95
oz = 0.041 pa = 0.001
v=20.1 p =0.3
m=0.01 B1 = 0.99
x = 0.018 B2 = 0.81
YA =3 ps =—0.5
vp = 18 84 =0.3
Ya=1

For computing ®, ¥ and O, we still need to estimate f, g, ¢, ¢, w, W', ", o0x, K, py, and oy

The function g is defined by f(H) and the function w by f/(H). Hence, we have to compute
H and f first. For both H and f, we need to define a(H) as a function of H. The following
equations from paper [1] help to compute o, H, and f, where N denotes the cumulative
distribution function of the standard normal distribution.

a(H(X)) = (61— B)N(B3(X — ) + o (3.42)
_ o He ((L=4¢a) (I—%B),,

Hi = 1= < TR Rl Xt)) (3.43)

gy = CUDIED )~ (3.44)

We have to solve equation (3.44) numerically by the function fflunction which computes f
and f’ with the calculation of o and H.

Hence, we solve the differential equation (3.44) in the interval [0.001,1] with f(0.001) = 0.001
as an approximation for [0,1] and f(0) = 0. Furthermore, we compute the derivative f’ from
equation (3.44) which is done by the function dffunction. Moreover, we need to evaluate f

and f’ at the value of H.

The following component of the program IterationGarleanu evaluates «, f, f' and H by
the function ffunction and furthermore defines w and g.

29



[, ] = [ffunction(a, ¥, X, B, B2, 3, Ba);
w = [}
g = f;

We have evaluated f, g, and w, and can now define ¢’, ¢”, w’, and w” where ¢/, w" use back-
ward differencing and ¢”, w” use the difference quotient for the second derivative.
Thus, we still need ox, K, uy, and oy for the numerical solution. The parameters ocx and k

both satisfy the equations (3.14) and (3.17). Hence, we can transform this equations into the
following form:

anox +apk = fi (3.45)
a210x + aosk = fQ (346)

where the coeflicients are given by:

1 ¢ (A-9a)ya-1Du

a = % + p ) » (3.47)

ap = ‘71/4 (3.48)

asy = gg, - X(l — wAf)?i’YA - 1)(:/ o (1 o X) (1 — wB’}?E(;YB - 1)(:/ (3'49)

azy = SEL (3.50)
YA B

fo= <(1 — wA,;jM -1 1) oz (3.51)

£ = <X(1_¢A’3§7A_1) _1+(1_X)(1_¢B’3;7B_1)>0'Z (3.52)

It is not permitted to divide by zero. Hence, we have to modify equation (3.47) as follows:

_ 1 g (I—va)lya-1u
i = (X,€) * g YA w (3:55)
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In the numerical implementation we use € = 10710,

Hence, we can solve the linear system of equations which follows from equations (3.45) and
(3.46).

This is realized in the function skfunction. We access this function in the main implemen-
tation in the following way:

[GX7 H] - SkfunCtion(nv X7 g, gl7 w, wl7 YA, VB, 7/1A7 1/}37 O-Z);

The parameters oy and py can now easily be computed from equations (3.21) and (3.22).
But we have to take into consideration that uy also depends on F'. Hence, we have to com-
pute py in every iteration step.

Thus, all requirements for the general approach are fulfilled. Moreover, the damping coeffi-
cients are defined anologous to equations (2.93) - (2.98) in Chapter 2.4.

as = ay+T (3.54)
as = az+ 71U (3.55)
by = by+T (3.56)
by = by+7V (3.57)
G = c+T (3.58)
G = c3+TW (3.59)

where 7 denotes the damping coefficient and U, V, and W stand for the variables of the three
differential equations.

Note that the notations of the damping coefficients in the implementation are of opposite signs.

The discretization has an analogous structure as the original PDE (cf. (2.1) - (2.5)). Hence,
one could show by analogous methods that a discrete solution exists and the iteration con-
verges. Thus, the problem in this chapter can be implemented with MATLAB using the
implementation discussed in the previous chapter with the modifications outlined in this sec-
tion.

The complete implementations are included in the appendix.
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Chapter 4

Application II

The paper [2] by Vito D. Gala also presents a general equilibrium model. The author examines
a set of heterogeneous firms that are infinitely-lived. Thus, every individual firm is considered
in this set. Furthermore, all investors are combined into one representative investor.

This model is developed of the work of Gomes, Kogan, and Zhang', who have constructed a
multiple-firm general equilibrium model. In contrast to that paper the author of [2] models
firms not projects.

4.1 Derivation of the Problem

In the following we describe the problem of paper [2] by the required equations.

In this paper g, the component of the firm marginal ¢ that is common to all firms, and ¢,
which denotes an extra contribution to the market value of firm capital, are the two variables
that can be identified with the functions F' and G in Chapter 2.

Furthermore, we need the following equations of paper [2] to describe the problem of this
paper:

¢ = Tq(a,w)+ [z — T]q(a,w) (4.1)
a,w) = e'w+ f—i
_ (noml) (g(awu,n -1,1)+ <nl> gla,w,n, 1)) (4.2)
. om - F(ml + 1)FU(k + 1)7(9,%) ~\mi1—k p—
gla,w,mi,me) = q kZ:O Tlmy + 1= B)T(k + ma)T(0) (—z)m kgt (4.3)
- _ 1-2@-9
ro= 7 (4.4)

tef. [10]
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where ¢; = g(a,w, x;) denotes the firm marginal and ¢*(a,w) stands for the consumption pol-
icy rate. Moreover, x denotes the firm specific productivity, a stands for the economy wide
productivity and w refers the capital-weighted average of the firm specific productivities. Fur-
thermore, 7 is the minimum investment rate, v denotes the risk aversion coefficient, f stands
for the time-invariant component of the productivity, « refers the adjustment cost parameter,
n denotes the degree of curvature of the adjustment cost function,  denotes the investment
threshold and T is the long-run mean of the idiosyncratic productivity.

Moreover, the functions I'(a) and I'yy(a, z) are defined as

e %dx (4.5)

where

1 z
LDine = / e dx (4.7)
0

is called incomplete gamma function.

Hence, we can define the system of algebraic equations that is given by equations (75) and
(76)? in paper [2]:

(at, wt) (48)

q; = c(ap,w))
c (at,wt) (4-9)

[
*(at, wt)Wf)

2cf. [2, p. 38, Equations (75), (76)]
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Furthermore, the system of partial differential equations is given by equations (79) and (80)3
in paper [2]:

an c*(a,w)Y

<p+(1 - ) (5—?> + <n— 1>nlg(a,w,n— 1,1)>®—D[®] - T <f_i>(4.10)

an (a,w)

R 1 n—1 =R . a
<p+n$+(1—7)(6—i)+’y(n ) g(a,w,n—l,l))@—D[@}:%(4.11)
c*(a,w
The infinitesimal generator of the stochastic processes a and w is defined by the next equation:

D[®] = kqe(@—a)d,® + Lo202 o4 fho (@, w)0, ® (4.12)

2&(1(1

Although p denotes the time preference parameter, § stands for the economic depreciation
rate, k, is the rate of mean reversion of the idiosyncratic productivity, x, is the rate of mean
reversion of the productivity variable, @ refers the long-run mean of the aggregate productiv-
ity and o, denotes the volatility of the aggregate productivity. Moreover, we will see later
that u,(a,w) is the drift term of the stochastic process w.

In order to solve the equilibrium we have to modify these equations. This yields to equations
(118a), (118b), (119), and (120)* in paper [2]:

At each node ¢ x j with i =1,2,...,7 and j = 1,2,..., J we have a discretized system of two
algebraic equations.

G = (cij)®; (4.13)
Gij = (cij)®ij (4.14)

3¢f. [2, p. 38, Equations (79), (80)]
4cf. [2, p. 47, Equations (118a), (118b), (119), (120)]
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This equations can be solved iteratively in combination with the next system of differential
equations for ®; ; and @, ;.

n— e% 471 )
<P+(1—7) (5—?) +7<n_1> lgi,j> @'J—B[@m} = ! (f ) (4.15)

an (Ci,j)fy
+n+wy—)@—ﬂ+- n-1\"" @<—ﬁﬁ~}—4§27(4w)
P T vy Y an 9ij i,j ij| = (Cm')’y .

The functions ¢; j, g;; and the finite-difference approximation D [®; ;] are given by the fol-
lowing equations:

¢ij = ¢ (ai,wj) (4.17)
9i; = g(aiijvni 171) (418)
~ 1
D[®;;] = ka(@—a;)[0a®i;+ 503 [02,®i.j + po(ai, w;)[0uP]i (4.19)

Furthermore, we discretize the derivatives of ®. For the discretization of the first derivatives
we use upwind techniques® as described in Chapter 2.1.

The derivative of second order with respect to a is discretized by:

Qi1 — 2P + Pi1y

07,1 = 2

(4.20)

The derivative of first order with respect to a is approximated for —k,(a@ — a;) < 0 by forward
differencing;:

Pit1,j — Pij

[0a®li; = (4.21)

Bcf. [3, p. 13]
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Furthermore, the derivative of first order with respect to a for —k,(a@ — a;) > 0 is discretized
by backward differencing:

Pij — Pi-1,

[0aD)i; = .

(4.22)

In an analogous way the derivative of first order with respect to w for —p,(a;,w;) < 0 is
approximated by forward differencing;:

Pij+1— Pij

[0,®)i,; = N

(4.23)

Moreover, the derivative of first order with respect to w is approximated for —pu,(a;, w;) > 0
by backward differencing:

Pij — Pij

wq)z' j —

(4.24)

Thus, for fixed j and i = 1,2, ..., I we can rewrite equations (4.15) and (4.16) in the following
way

Aij®ij+ Bi®iy1; +Ci®i1; = Fij 4.25)
A;j®ij+ Bi®ip1+ Ci®i1; = Fij (4.26)

where the coefficients are given by

~ n—1\"" o2
Aij = P+(1—’Y)<5—Z>+’Y( > 9i5 + 73

an bt
4 omax (@20 ) (Zre@m ) (4.27)
he ha
—~ PR n—1\""1! o2
Ai’j = p+/€x+(1—’y)<5—1)+’7<an> gi,j+@
+ max <_(h_)0> ~ min <_(h_)0> (4.28)
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_ I 2
B; = min <’M,o> %a (4.29)

ha - 2n2

—kq(a — a;) o2

C; = — max (ha,o> = o (4.30)
— ~ __qold

Fi; = (e“ 477! —1 i) T+ pol(a;,w;i)|0,P 4.31
b= (£ =7)) )" + pofarwy) (0.2 (4.31)

~ _told
Fi,j = e‘“(ci,j)_'y + ,uw(ai, wj) {&fb} o (4.32)

Z?]

~

__qold old

and where [&L,(I)} ~and [&d(b} ~are given by the suitable difference quotiont (4.23) or (4.24)
Z?] /L?]

with ® and ® of the previous iteration step.
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4.2 General Form and Discretization

The general form of the system of partial differential equations is given for each unknown @
in the form:

1

—§a§a§a<1> + 6(a,w)0,® + €(a,w)0py® + AMa,w)® = x(a,w) (4.33)

At each node i x j with ¢ =1,2,....,1 and j = 1,2,..., J we obtain the following equation:
1
=50al0%a®ij + Blai, ;) [0a®lij + €(ai,w)[0Plis + Mai,wj) @iy = x(ai,wj) (4.34)

Moreover, we discretize the derivatives of ®. For the discretization of the first derivatives we
use upwind techniques® as described in Chapter 2.1.

The derivative of second order with respect to a is discretized by:

Piv1; —2Pi; +Pic1yy
hZ

[07a®lij =

aa

(4.35)

The derivative of first order with respect to a is approximated for ((a;,w;) < 0 by forward
differencing;:

Pit1,j — Piyj

[0aD)i; = 3

(4.36)

Moreover, the derivative of first order with respect to a for B(a;,w;) > 0 is discretized by
backward differencing;:

Pij — Pi1,

[0a®li; = (4.37)

bcf. [3, p. 13]
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In an analogous way the derivative of first order with respect to w is approximated for
€(a;,w;j) < 0 by forward differencing:

Pijt1 — Pij

(0,9l ; = »

(4.38)

Furthermore, the derivative of first order with respect to w for €(a;,w;) > 0 is discretized by
backward differencing;:

B, — Dy
[0,9);; = Jhiﬂl (4.39)

We use implicit and explicit discretization in the course of the iteration. IL.e., we use the value
of ® from the previous iteration step in (4.39).

This leads to the following discretized problem to be solved in each iteration step
A q) iy T Bqu)H-lj + CZ](I’Z 1, = Fi,j (440)

where the coefficients are given by

Ay = Manwy) + % 4 max <M0> — min <M0> +ro (4.41)

h2 he, he,
s . ﬁ(aiaw‘) UCZL
B;; = min (J,O o2 (4.42)
-~ ﬂ al7w 0-2
Cij = — max< 120 — 202 (4.43)
Fj = x(ai,w))— (a“w])[a Q1 + r0Ud; (4.44)

and where [0, @]"ld is given by the suitable difference quotient (4.38) or (4.39) with ® of the
previous iteration step. Moreover, the damping factor is denoted by 7.
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If we choose the parameter as done in the next section, we will get problems with the im-
plementation. Thus, the following changes have to be realized to generate a more general
implementation:

vo= 1 (4.45)

c,j = 0.5 foralli, ] (4.46)
po(a, wj) = 1 foralli,j (4.47)
Blas,wj) = —kKa(a—ay) (4.48)
e(ai,wj) = —pw(ai,w;) (4.49)
A(aj,wj) = p for the first @ (4.50)
Xo(aj,wj) = p+ kK, for the second ® (4.51)
x(aj,w;) = e (4.52)

With this changes the implementation can be carried out as described in the next section. The
program with the modifications outlined in this section is called Iteration(ala_general. It
is also included in the appendix.
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4.3 Numerical Solution in MATLAB

In the following section we describe the implementation IterationGala.

The main difference to the previous chapters is that we have now two processes a¢ and w, and
hence partial differential equations with two variables. Thus, we have two increments h, and
h. in the discretization of these partial differential equations.

The required parameters of paper [2] are given as follows:

v =14 = —222
p=0.01 ke = 0.27
o= oq = 0.05
n=2 z=1
§=0.13 Ky = 0.15
i=0.12 op =027
f=0.12

For the computation of ®, <T>, g, and ¢ we have to evaluate the functions g(a,w,my,ms),
tw(a,w), and ¢(a,w). For these functions we need to compute the parameters 6, v, , and 1.
The equations of the parameters z, 6, and v derive from page 33 and 34 of paper [2].

T = LE_Q) (4.53)
q
2K,
0 = -2 (4.54)
2K,T
V=5 (4.55)

Thus, we can compute g(a,w,mi,msz) from equation (4.3), which is done by the function
gijfunction. Furthermore, I'yy(k 4 v, 02) is defined by equation (4.6).

Hence, we can define the missing parameters c(a,w), i, and u,(a,w) by using equation (4.2)
and equations (20), (23)7 in paper [2]:

cf. [2, p. 12, Equations (20), (23)]
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In order to compute ® and ® from equations (4.25) and (4.26), we have to calculate the deriva-
tive [8w<1>];?fjd of the previous value of ®. This is realized by the function dPhidw_function:

Hence, we obtain the desired derivative denoted by the variable y:

y = Ad (4.58)

where A is a three-diagonal matrix with the first sub diagonal 7, the main diagonal s and the
first super diagonal ¢:

1

r = —max(sign(—u),0) e (4.59)

1

s = [max (sign(—p),0) + min (sign(—pu),0)] = (4.60)
1

t = —min(sign(—pu),0) W (4.61)

As above, the damped coefficients are defined in the following way:

A = A+4r1 (4.62)

Ay, = A+r (4.63)

F = F+1d (4.64)

F, = F+70 (4.65)

Hence, we can compute the sulutions ® and ® from equations (4.25) and (4.26). This is
realized by the function DGLfunction _Gala:

Thus, we obtain ® by solving a linear system of equations:

® = M 'F (4.66)

where ® is a variable for ® or ® and F stands for E or E
Moreover, M is a three-diagonal matrix with the first sub diagonal C', the main diagonal A

and the first super diagonal B, where A denotes A; or 2;, B stands for equation (4.29) and
C' denotes equation (4.30).
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Note that B, C are vectors and :{I, 1?2, E, Fg are matrices. Hence, A and F consists only of
the jth column of the matrix and we have to use the function DGLfunction_Gala for every j.

Moreover, we compute g and ¢ from equations (4.13) and (4.14).
Hence, we can calculate ®, ® and g, ¢ in turn until convergence is achieved.

The complete implementations are included in the appendix.
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Chapter 5

Results

This chapter contains the numerical results related to the problems of Chapter 2, 3, and 4.
All computations reported in the following were performed in MATLAB.

5.1 General Convergence Test

The following two diagrams illustrate that the program of Chapter 2 is convergent. The
diagrams are generated by the program Iteration with step size h = 0.01 and the damping
factor 7 = 30. The implementation is also convergent for a smaller 7 around 5.
Furthermore, we have realized several tests with different step sizes h and different damping
factors 7, which yielded similar results.

[Julp) - ulp-111, also for v and w

uin red
w it blue
win yellow

norms

10 15 20 25 30 35 40 45 50
iterations p

Figure 5.1: These graphics illustrate the Euclidean norms of vectors of U,V, and W.
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iterations p

Figure 5.2: A plot of the residual norm of the linear system of equations for F' and G versus
the number of iterations is illustrated.

Figure 5.1 illustrates the convergence of the solution of the problem in Chapter 2 by plotting
the following Euclidean norms for the number of iterations p =1, ..., 50:

IU? — TP~ (5.1)
VP = VPH
WP — WPt

Figure 5.2 demonstrates that the solution really converge to the right result. We compute
the vector NP by the following equation with matrix B of Assumption 1 in Chapter 2.2:

(o) ()

Then we generate the Euklidean norm || N?||o.

N? =

2
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5.2 Results for Application I

The next two graphics illustrate that the iteration of paper [1] of Chapter 3 is numerical stable
and convergent. The diagrams are generated by the program IterationGarleanu with step
size h = 0.01 and the damping factor 7 = 10.

Moreover, we have realized several tests with different step sizes h and different damping
factors 7 and have yielded similar results.

[IUp)-Uip-13]], also for % and W

25
— Uinred
—" in blue
W in yellow
2
15
o
£
o
=
1
056
D 1
0 500 1000 1500

iterations p

Figure 5.3: This graphics illustrate the Euclidean norms of vectors of U, V, and W.

Figure 5.3 illustrates the convergence of the solution of the problem in Chapter 3 by plotting
the following Euclidean norms for p = 1, ..., 1500:

lU? — TP~ (5.4)
IV? = VP (5.5)
W — W, (5.6)
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iterations p

Figure 5.4: This diagram depicts the residual norm of the linear system of equations for F
and G versus the number of iterations.

Figure 5.4 illustrates that the solution converge to the right result. We compute the vector
NP by the following equation with matrix B of Assumption 1 in Chapter 2.2 and ds, e3, and
the entries of B of Chapter 3.1:

Then we generate the Euklidean norm || NP||o.

Moreover, the relative errors of the results U, V, W, and e in 1500 iterations are given by
the next graphics. There e denotes the residual norm of the linear system of equations for
F and G as in the previous diagram. The graph is plotted versus the number of calculated
errors (index of grid size). The first error is computed by the Euclidean norm of the difference
between the results of step size hg = 0.1 and h; = 0.025 divided by the Euclidean norm of
the result. For the second error we need the results of step size h; = 0.025 and hy = 0.00625,
and for the third error we use the results of step size ho = 0.00625 and h3 = 0.0015625.
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[Uiz+1 3Lzl 4 1IU(z)]], also for ' and W

0.025
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index of grid size

Figure 5.5: This graph depicts the relative errors of U, V, and W versus the index of grid
size.

Figure 5.5 illustrates the relative errors of the solutions U, V, and W of Chapter 3 versus the
index of grid size. The relative errors are given by:

HUz+1 _ UZHQ
Nw - — 2l (5.7)
1U=]l2
Verl —V*
V= Ve 55)
2
sz-l-l _ WZ||2
5.9
W (59)

where z is the index of grid size.
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lle(z+1)-e(zl / lle(2)ll

0.45

0.4

i35

03

relative errors

=
.
[y}

0.1

0.058

D 1 1 1 1 1 1 1 1 1
1 122 1.4 1.6 18 2 22 24 26 28 3

index of grid size

Figure 5.6: This diagram illustrates the relative error of e versus the index of grid size.

Figure 5.6 depicts the relative error of the residual norm of the linear system of equations for
F and G versus the index of grid size. The residual norm is denoted by e and the described
relative error is given by:

z+1 _ 2z
le — l2 (5.10)
[e#[]2
with
e = [N, (5.11)
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The following graphics illustrate the Sharpe ratio x and the volatility ox of X after 1500
iterations, which appear exactly as in the paper [1] of Garleanu and Panageas.

Sharpe Ratio

036

0.34

032

0z

018¢ b

1 1 1 1
0z 0.25 03 0.35 0.4 0.45 0a 055
A

Figure 5.7: The diagram illustrates x as a function of X.

Wolatility of X
0.m7 T T T T T T T

0.MBs - k

006 E

0mes- E

0os- E

0045+ 1

sigma,

004 b

0.M3sr b

0.M3F b

025+ 1

DD']E 1 1 1 1 1 1 1
02 0.25 03 0.35 0.4 0.45 0s 0.55

*

Figure 5.8: The graphic depicts ox as a function of X.
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The next diagrams illustrate the two variables F' and G, which correspond to the drift rate
px of X and the interest rate . These graphics also result from 1500 iterations. The results
for px and r are in the same order of magnitude as the results in [1], but their form looks
slightly different. In particular the interest rate r in this figure is convex and concave in [1].
Due to our convergence studies we are confident of the correctness of our results.

¥ 10'3 Drift of ¥
5 T T T T T T T

mux

-8 1 I 1 1
0z 0.25 03 0.35 0.4 0.45 0a 055
A

Figure 5.9: The graphic depicts F'(X) = px as a function of X.

Figure 5.9 illustrates the drift rate px of X as a function of X. The drift rate also corresponds
to the variable F.
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Interest Rate
DD? T T T T T T T

006 R

00s- E

- D04r 1

003r E

002F E

DD1 1 1 1 1 1 1 1
0z 0.25 03 0.35 0.4 0.45 05 055

%

Figure 5.10: This diagram illustrates G(X) = r as a function of X.

Figure 5.10 depicts the interest rate r as a function of X. The interest rate also corresponds
to the variable G.
In this diagram the interest rate r is convex and not concave as in paper [1].
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5.3 Results for Application II

The following two graphics illustrate the convergence of the solution of the general implemen-

tation of paper [2] in Chapter 4. The diagrams are generated by the program IterationGala_general
with @ =Q =1,1= 10, J = 20, and the damping factor 7 = 10.

We have also realized several tests with different step sizes h and different damping factors

and have yielded similar results.

[IPhiip)-Fhifp-1)ll

— Phi in red

Cross

12k ——Phi, in blue

0.8r

narms

06F

0.4r

02r

1] 5 10 19 20 25 30 35 40 45 50
iterations p

Figure 5.11: This graphics illustrate the Euclidean norms of ® and ® versus the number of
iterations.

Figure 5.11 depicts the convergence of the solutions ® and ® of the problem in Chapter 4 by
plotting the following Euclidean norms for p = 1, ..., 50:

18" — 3", (5.12)
|®P — &P 1|, (5.13)
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Figure 5.12: This diagram depicts the Euclidean norms of § and g versus the number of
iterations.

Figure 5.12 illustrates the convergence of the solutions § and ¢ of the problem in Chapter 4
by plotting the following Fuclidean norms for p = 1, ..., 50:

[ =72 (5.14)
177 =32 (5.15)
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Appendix A

A.1 List of Parameters

This section contains a list of parameters that are used in the previous chapters. The param-
eter definitions used in Chapter 3 result from paper [1] and the parameter definitions used in
Chapter 4 result from paper [2].

Parameter Chapter 2 Definition

h step size

X vector with entries of [0,1]
n dimension of x

tau, T damping parameter
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Parameter Chapter 3

ﬁb ﬁZ
/637 /84

Definition

consumption share of type A agents
stochastic output

mass of agents of type A

constant hazard rate of death

subjective discount rate of type A agents
subjective discount rate of type B agents
relative risk aversion for type A agents
relative risk aversion for type B agents
controls the relative importance of leisure and consumption of
type A agents

analogue for type B agents

defined by fﬁ(@é))

defined by ?g 82))

exogenous productivity process

g(X}) defined by ;—i

defined by %

prevailing wage

stochastic discount factor

drift coefficient of dX;

diffusion coefficient of d.X;

drift coefficient of dTZ:

diffusion coefficient of dTZ:

Sharpe ratio

interest rate

agent’s endowment of hours declines exponentially over the live-
cycle at the rate y

constants that control the range of «

constants that control the steepness of the function «
agent’s aggregate hours worked at time t
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Parameter Chapter 4 Definition

i index of the value of a

j index of the value of w

a economy wide productivity (exogenous productivity index)

x firm specific productivity

w capital-weighted average of the firm specific productivities (en-
dogenous productivity index)

q firm marginal

q component of the marginal q common to all firms

q extra contribution to the market value of firm capital

c consumption policy rate, denoted with ¢(a,w)

0% risk aversion coefficient

P time preference parameter

«Q adjustment cost parameter

n degree of curvature of the adjustment cost function

) economic depreciation rate

Q minimum investment rate

I the time-invariant component of productivity

a long-run mean of the aggregate productivity

Ka rate of mean reversion of the productivity variable

Oa volatility of aggregate productivity

T long-run mean of the idiosyncratic productivity

T investment threshold defined by @

K rate of mean reversion of the idiosyncratic productivity

Oz volatility of the idiosyncratic productivity

I'v(a,z) defined by [°z* e *du

I'(a) well-known I-function I'(a) = [;° 2% le “dx

ha increment of a

he increment of w
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A.2 MATLAB Implementations

This section includes programs that are all constructed with the programming language MAT-
LAB.

A.2.1 The Implementation of Chapter 2

The following program Iteration solves the main problem in Chapter 2.

clear all;
close all;

h = 0.01;
n=1/h+1;
x = 0:h:1;

X = x';

f = zeros (n, 1);
g = zeros (n, 1);
tau = 30;

% initial values for u, v, and w:

u=x;
v=3%x;
W = X;

% coefficients of the algebraic equations:
d1l = ones (n, 1);
d2 = zeros (n, 1);
el = zeros (n, 1);
e2 = ones (n, 1);

% computation of f and g:
d3 = d3function (u, v, w);
e3 = e3function (u, v, w);

for k = 1:mn
= [d1(k) d2(k); el(k) e2(k)];
o = B\[d3(k); e3(k)];
f(k) = o(1);
g(k> - 0(2)7
end
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% iteration loop:
p = input ("Enter the number of iterations:’);
for j = 1:p

% definition of the coefficients of the differential equations:
a0 = (x — 0) .* (x — 1);
al = alfunction (f);
a2 = a2function (g);
a3 = ones (n, 1)
b0 =— (x—0).
bl = blfunctio
b2 = b2functio
b3 = ones (n, 1)7
0 =(x—0)*(x—1).73);
cl = clfunction (f);
c2 = c2function ( , 8);
c3 = ones (n, 1) * 2;

)i

(- 1)
(x—=1).72);
);

n )
n

(f
(£, 8);

% definition of the damping coefficients:

a2 = a2 + tau;

a3 = a3 + tau *
b2 = b2 + tau;
b3 = b3 + tau * v
c2 = c2 + tau;

c3 =c3 4+ tau *

uk = u;
vk = v;
wk = w;
dk = d3;
ek = e3;

% computation of u, v, and w:
a=al; b=al;c=a2;d=a3;

u = DGLfunction (h, n, a, b, ¢, d);
a=Db0; b =D>bl;c=Db2;d=b3;

v = DGLfunction (h, n, a, b, ¢, d);
a=c0;b=cl;c=c2;d=c3;

w = DGLfunction (h, n, a, b, ¢, d);

% computation of f und g:
d3 = d3function (u, v, w);
e3 = e3function (u, v, w);

for k = 1I:n
— [d1(k) d2(k); e1(k) e2(K);
o = B\[d3(k); e3(k)];
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% computation of the norms:
1(j) = norm (u — uk);

m(j) = norm (v — vk);

q(j) = norm (w — wk);

y(3) = norm (e);

end

% plots of the norms in the number of iterations:
figure (1)

z = 1:p;

hold on

plot (z, 1, 't’)

plot (z, m, 'b’)

plot (z, q, 'y")

hold off

xlabel ('iterations p')

ylabel ('norms’)

title ('[Ju(p) — u(p-1)||, also for v and w’)
legend ("u in red’, 'v in blue/, 'w in yellow’, 1)
figure (2)

plot (2, v)

xlabel (‘iterations p’)

ylabel (‘norm”)

title (‘lnorm (B * [£(i); g(1)](p) — [d3(1); e3()](p-D)|)

We need the following functions to use this program. The function DGLfunction solves a
discretized differential equation.

function u = DGLfunction (h, n, a, b, ¢, d)

A = zeros (n);
u = zeros (n, 1);

r =a/(h"2) — max (b, 0)/h;

s=c¢—2%*a/(h"2) — min (b, 0)/h + max (b, 0)/h;
t = a/(h"2) + min (b, 0)/h;
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r = [r(2m); 0O;
t =1[0; t(lin — 1)J;

A = spdiags ([r s t], —1:1, n, n);

u = A\d;

The other functions needed for the program Iteration are given below:

function y = alfunction (f)
y=1."3+2%*f

function y = a2function (g)
y=g.2

function y = blfunction (f)
y=3%f

function y = b2function (f, g)
y=f"2+g

function y = clfunction (f)
y=—2%f

function y = c2function (f, g)
y=2*"f+g;

function y = d3function (u, v, w)
y=u-+v+w

function y = e3function (u, v, w)
y=u—V— W
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A.2.2 The Implementation of Chapter 3

The program IterationGarleanu solves the problem in paper [1], which is described in
Chapter 3.

clear all;
close all;

h = 0.01;
n=1/h+1;
x = 0:h:1;

X = x/;

F = zeros (n, 1);
G = zeros (n, 1);
tau = 10;

% given parameters:

muz = 0.018;
sigmaz = 0.041;
v =0.1;

pi = 0.01;

chi = 0.018;
gammaA = 3;
gammaB = 18;
psiA = 1;

psiB = 0.95;
rhoA = 0.001;
rhoB = 0.3;
betal = 0.99;
beta2 = 0.81;
beta3 = — 0.5;
betad = 0.3;

bruchA = (1 — psiA) * (gammaA — 1) / gammaA;
bruchB = (1 — psiB) * (gammaB — 1) / gammaB;

% computation of the other parameters:

[f, df] = ffunction (psiA, psiB, x, betal, beta2, beta3, betad);

omega = df;

g=1

domega = domegafunction (omega, n, h);

ddomega = ddomegafunction (omega, n, h);

dg = dgfunction (g, n, h);

ddg = ddgfunction (g, n, h);

[sigmax, kappa] = skfunction (n, x, g, dg, omega, domega, gammaA, gammaB,
psiA, psiB, sigmaz);
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sigmay = sigmaz + (dg./g) .* sigmax;

% initial values of U, V, and W:
U=x+0.1;

V=3%x+0.1;

W =2*x + 0.05;

% coefficients of the algebraic equations:

dl=1+x.*(dg./ g) — bruchA * x .* (domega ./ omega);

d2 = — x ./ gammaA;

el = (dg./ g) — x .* bruchA .* (domega ./ omega) — (1 — x) .* bruchB .* (domega
./ omega);

e2 = — x ./ gammaA — (1 — x) ./ gammaB;

% computation of F and G:

D1 = Dfunction (bruchA, —1 / gammaA, muz, sigmaz, omega, domega, ddomega,
sigmax, kappa);

D2 = Dfunction (bruchB, —1 / gammaB, muz, sigmaz, omega, domega, ddomega,
sigmax, kappa);

d3 =x .* (D1 — (pi + rhoA / gammaA) — muz — (dg ./ g) .* sigmaz .* sigmax
— (ddg ./ g) .* ((sigmax .” 2) / 2)) — (dg ./ g) .* (sigmax .” 2) — sigmaz * sigmax
+v*pi*(U./ V),
e3=v*pi*(U./V)+ (1 —v)*pi* (psiB/psiA) *(U./ W) +x.* (D1 —
(pi 4+ rhoA / gammaA)) + (1 — x) .* (D2 — (pi + rhoB / gammaB)) — muz —
(dg ./ g) .* sigmax .* sigmaz — (sigmax .” 2) ./ 2 .* (ddg ./ g);

for k = 1:n

= [d1(k) d2(k); el(k) e2(k)];
o = B\[d3(k); e3(k)];
F(k) = o(1);
G(k) = o(2);

end

% computation of muy:
muy = muz + (dg ./ g) .* (F + sigmax .* sigmaz) + (sigmax .” 2) ./ 2. * ddg ./
g;

% iteration loop:
p = input ("Enter the number of iterations:’);
forj=1p

% definitions of the coefficients of the differential equations:
D3 = Dfunction (bruchA, 1 — 1 / gammaA, muz, sigmaz, omega,
domega, ddomega, sigmax, kappa) + bruchA * (domega ./ omega) .* F
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— (1 =1/ gammaA) * G;

D4 = Dfunction (bruchB, 1 — 1 / gammaB, muz, sigmaz, omega,
domega, ddomega, sigmax, kappa) + bruchB * (domega ./ omega) .* F
— (1 =1/ gammaB) * G;

a0 = (sigmax .” 2) ./ 2;

al = F + sigmax .* (sigmay — kappa);

a2 = muy — G — sigmay .* kappa — pi — chi;

a3 = — psiA * (pi + chi) / pi * (omega ./ g);

b0 = (sigmax .” 2) ./ 2;

bl = F + sigmax .* bruchA .* (sigmaz + (domega ./ omega) .* sigmax)
— sigmax .* ((gammaA — 1) / gammaA) .* kappa;

b2 = D3 — (pi + rhoA / gammaA);

b3 = — ones (n, 1);

c0 = (sigmax .” 2) ./ 2;

cl = F + sigmax .* bruchB .* (sigmaz + (domega ./ omega) .* sigmax)
— sigmax .* ((gammaB — 1) / gammaB) .* kappa,;

c2 = D4 — (pi + rhoB / gammaB);

c3 = — ones (n, 1);

% definition of the damping coefficients:

a0 = — al;

al = — al;

a2 = — a2 + tau;

a3 = — a3 + tau * U;
b0 = — b0;

bl = — bl;

b2 = — b2 + tau;

b3 = — b3 + tau * V;
c0 = — c0;

cl = — cl;

c2 = — c2 + tau;

c3 = — c3 + tau * W,

uk = U;
vk =V;
wk = W;
dk = d3;
ek = e3;

% computation of U, V, and W:
a=al;b=al;c=a2;d=a3;
U = DGLfunction (h, n, a, b, ¢, d);
a = b0; b =bl; c=Db2;d = b3;
V = DGLfunction (h, n, a, b, ¢, d);
a=c0;b=cl;c=c2;d = c3;
W = DGLfunction (h, n, a, b, ¢, d);
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% computation of F and G:

d3 =x .* (D1 — (pi + rhoA / gammaA) — muz — (dg ./ g) .* sigmaz
Jsigmax — (ddg ./ g) .* ((sigmax .” 2)./2)) — (dg ./ g) .*

(sigmax .” 2) — sigmaz .* sigmax + v * pi * (U ./ V);
e3=v*pi*(U./V)+(1—v)*pi* (psiB/psiA) * (U./ W) +
x .* (D1 — (pi + rhoA / gammaA)) + (1 — x) .* (D2 — (pi + rhoB /
gammaB)) — muz — (dg ./ g) .* sigmax .* sigmaz — (sigmax .” 2) ./ 2
* (ddg ./ g);

for k = I:n
B = [d1(k) d2(k); el(k) e2(k)];
o = B\[d3(k); e3(k)];

F(k) = o(1);

G(k) = o(2);

e(k) = norm(B * [F(k); G(k)] — [dk(k); ek(k)]);
end

% computation of muy:
muy = muz + (dg ./ g) .* (F 4 sigmax .* sigmaz) + (sigmax .” 2) ./ 2
K ddg ./ g

% computation of the norms:
1(j) = norm (U — uk);

m(j) = norm (V — vk);

(J) = norm (W — w):
y(j) = norm (e);

end

% plots of the norms in the number of iterations:
figure (1)

z = 1:p;

hold on

plot (z, 1, 't’)

plot (z, m, 'b’)

plot (z, g, 'y")

hold off

xlabel (‘iterations p’)

ylabel (‘norms’)

title ('[|U(p) — U(p-1)||, also for V and W’)
legend ('U in red’, 'V in blue’, "W in yellow’, 1)
figure (2)

plot (2, v)

xlabel (‘iterations p’)

ylabel (‘norm’)
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title ("lnorm(B * [F(i); G(i)](p) — [d3(i); e3(1)}(p-1)I')

We need the following functions to use the program IterationGarleanu. The function
DGLfunction is already known. The first unknown function is called ffunction.

function [f, df] = ffunction (psiA, psiB, x, betal, beta2, beta3, betad)

% computation of H and alpha with equation (3.42) and (3.43):
alpha = (betal — beta2) .* normcdf (beta3 .* (x — betad)) + beta2;
H=1./(1+ (((1 — psiA) / psiA) * x + ((1 — psiB) / psiB) *

(1 - %)) ./ alpha);

% solution of the ODE with equation (3.44):
[t, y] = ode45 (Qdffunction, [0.001,1], 0.001);

% interpolation of y at the point H:
f = interpl (t, y, H);
df = dffunction (H, f);

For the function ffunction it is necessary to apply the following function dffunction.

function dy = dffunction (t,y)

betal = 0.99;
beta2 = 0.81;
betad = — 0.5;
betad = 0.3;

a = (betal — beta2) .* normcdf (betad .* (t — betad)) + beta2;
dy = (a./t) *y;

The next functions dgfunction, ddgfunction, domegafunction and ddomegafunction
compute the derivatives of g and w.

function y = dgfunction (g, n, h)
A = (spdiags ([—ones(n, 1) ones(n, 1)], —1:0, n, n)) ./ h;
y=A%g;

function y = ddgfunction (g, n, h)
A = (spdiags ([ones(n, 1) (—2) * ones(n, 1) ones(n, 1)], —1:1, n, n)) ./ (h"2);
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y=A%*g;

function y = domegafunction (omega, n, h)
A = (spdiags ([—ones(n, 1) ones(n, 1)], —1:0, n, n)) ./ h;
y = A * omega;

function y = ddomegafunction (omega, n, h)
A = (spdiags ([ones(n, 1) (—2) * ones(n, 1) ones(n, 1)], —1:1, n, n)) ./ (h"2);
y = A * omega;

The function skfunction evaluates k and o, with equations (3.14), (3.17) and accordingly
(3.45), (3.46).

function [sigmax, kappa] = skfunction (n, x, g, dg, omega, domega, gammaA,
gammaB, psiA, psiB, sigmaz)

% coefficients of equations (3.45) and (3.46):

all =1./ max (x, le — 10) +dg ./ g — ((1 — psiA) * (gammaA — 1) / gammaA)
* domega ./ omega;
al2 = ones (n, 1) * (=1 / gammaA);

f1 = ones (n, 1) * (((1 — psiA) * (gammaA — 1) / gammaA — 1) .* sigmaz);
a2l =dg./g—x.*((1 — psiA) * (gammaA — 1) / gammaA) .* domega ./ omega
— (1 —=x).*((1 — psiB) * (gammaB — 1) / gammaB) .* domega ./ omega;

a22 = — x ./ gammaA — (1 — x) ./ gammaB;

2 = (x .* ((1 — psiA) * (gammaA — 1) / gammaA) — 1 + (1 — x) .* ((1 — psiB)
* (gammaB — 1) / gammaB)) .* sigmaz;

for k = 1:n

B = [all(k) a12(k);a21(k) a22(k)];
o = B\[f1(k); £2(k)];

sigmax(k) = o(1);
kappa(k) = o(2);

end

sigmax = sigmax’;
kappa = kappa’;

67



The last function for the program IterationGarleanu is called Dfunction.

function y = Dfunction (aa, bb, muz, sigmaz, omega, domega, ddomega, sigmax,
kappa)

* *

y = aa .* (muz + (sigmaz .” 2) ./ 2 .* (aa — 1) + (domega ./ omega) .* (aa .
sigmaz .* sigmax — kappa .* bb .* sigmax) — bb .* kappa .* sigmaz) + (sigmax .
2)./2 .* (aa .* (aa — 1) .* (domega ./ omega) .” 2 + aa .* (ddomega ./ omega))
— bb .* (kappa .” 2) ./ 2 .* (1 — bb);
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A.2.3 The Implementation of Chapter 4

The program IterationGala_general solves a more general problem of paper [2], which is
described in Chapter 4.2.

clear all;
close all;

Q=1

Omega = 1;

I=10;

J = 20;
ha=2*Q/(I-1)
h w = Omega / (J — 1);
a = —Q:h_a:Q;

a=a;

omega = 0:h_w:Omega;
omega = omega’;

tau = 20;

% given parameters:

gamma = 1;

rho = 0.01;

alpha = 2;

n=2;

delta = 0.13;

i_hat = 0.12;

f=0.12;

a_cross = —2.22;

kappa_a = 0.27;

sigma_a = 0.05;

x_cross = 1;

kappa_x = 0.15;

sigma x = 0.27;

theta = 2 * kappa x / (sigma_x)"2;
v = 2 * kappa x * x_cross / (sigma_x)"2;

% initial values for q_c¢ and q h:
qc=(Q — abs(a)) ./ Q* ((Omega — omega) ./ Omega)’;
qh = (Q — abs(a)) ./ Q * ((Omega — omega) ./ Omega)’;

% definition of the other parameter mu w (a_i,w_j) and c_ij:
mu_w = ones (I, J);
¢ = 0.5 .* ones (I, J);
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% computation of the initial values of Phi cross and Phi hat:
Phi_cross = (¢ .” (—gamma)) .* q ¢;
Phi hat = (¢ .” (—gamma)) .* q h;

% iteration loop:
p = input ("Enter the number of iterations:’);
for k = 1:p

% computation of the derivation of Phi:
fori=1:1

mu = mu_w(i, :)’;

Phil = Phi_cross(i, :)’;

Phi2 = Phi_hat(i, :)’;

dPhidw_cross = dPhidw_function(J, mu, h_w, Phil);
dPhidw_hat = dPhidw_function(J, mu, h_w, Phi2);
dPhidw _c(i, :) = dPhidw_cross;

dPhidw_h(i, :) = dPhidw_hat;

end

% definition of the coefficients of the differential equations:
% for —kappa_a (a_cross — a) > 0 backward differencing (for ... < 0
forward differencing)
for j = 1:J
Max(:, j) = max (—kappa_a .* (a_cross — a) ./ h_a, 0);
Min(:, j) = min (—kappa_a .* (a_cross — a) ./ h_a, 0);
H(., j) = expl(a);
end
A cross = rho + ((sigma_a)"2) / (h_a)"2 + Max — Min;
A _hat = rho + kappa x + ((sigma_a)"2) / (h_a)"2 + Max — Min;
B = min (—kappa_a .* (a_cross — a) ./ (h_a), 0) — ((sigma_a)"2) / (2 *
(h_a)2);
C = — max (—kappa_a .* (a_cross — a) ./ (h_a), 0) — ((sigma_a)"2) / (2
* (h_a)"2);
F _cross = H;
F hat = H;
F cross = F cross + mu w .* dPhidw c;
F hat = F hat + mu w .* dPhidw h;

% definition of the damping coefficients:
A cross = A _cross + tau;

A hat = A_hat + tau;

F cross = F _cross + tau .* Phi cross;

F hat = F hat + tau .* Phi hat;

Phi ¢ old = Phi cross;
Phi h old = Phi hat;
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g cold = qc;
q h old = ¢ h;

% computation of the solutions Phi hat and Phi cross:
B = [0; B(1:I-1)];
C = [C(2:1); 0};
for j = 1:J
A = A _cross (3, j);
F =F cross (3 j);
Phi_c = DGLfunction_Gala (A, B, C, F, I);
Phi_cross (:, j) = Phi_c;
A = A hat (3, j);
F = F_hat (3, j);
Phi_h = DGLfunction_Gala (A, B, C, F, I);
Phi hat (:, j) = Phi h;

end

% computation of q ¢ and q h:
qc = (c."gamma) .* Phi_cross;
q h = (c."gamma) .* Phi_hat;

% computation of the norms:
1(k) = norm (Phi_cross — Phi_c_old);
m(k) = norm (Phi_hat — Phi_h_old);
y(k) = norm (q_c — q c_old);
o(k) = norm (q_h — q h_old);

end

% plots of the norms in the number of iterations:
figure (1)

z = 1:p;

hold on

plot (z, 1, 't’)

plot (z, m, 'b’)

hold off

xlabel (‘iterations p’)

ylabel (‘norms’)

title (|Phi(p) — Phi(p-1)])

legend ("Phi_cross in red’, "Phi_hat in blue/, 1)
figure (2)

hold on

plot (z, y, 't’)

plot (z, o, 'b)

hold off

xlabel (‘iterations p’)
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ylabel ('norms’)

title ("[la(p) — a(p-1)[I')
legend (‘g cross in red’, 'q_hat in blue’, 1)

The program IterationGala is described in Chapter 4.3.

clear all;
close all;

Q=1

Omega = 1;

I=10;

J = 10;
ha=2*Q/(I-1)
h w = Omega / (J — 1);
a = —Q:h_a:Q;

a=a;

omega = 0:h_w:Omega;
omega = omega’;

tau = 10;

% given parameters:

gamma = 14;

rho = 0.01;

alpha = 2;

n=2;

delta = 0.13;

i_hat = 0.12;

f=0.12;

a_cross = —2.22;

kappa_a = 0.27;

sigma_a = 0.05;

x_cross = 1;

kappa_x = 0.15;

sigma x = 0.27;

theta = 2 * kappa x / (sigma_x)"2;
v = 2 * kappa x * x_cross / (sigma_x)"2;

% initial values for q ¢ and g h:
qc=(Q — abs(a)) ./ Q * ((Omega — omega) ./ Omega)’;
qh = (Q — abs(a)) ./ Q * ((Omega — omega) ./ Omega)’;

% computation of the other parameter x_tilde, i, g ij, mu_w (a_i,w_j), and c_ij:
x_tilde = (1 — x_cross .* (q ¢ — q h)) ./ max (q_h, le — 10);
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gl = g ijfunction (a, omega, n — 1, 1, q ¢, ¢ h, v, theta, x_tilde, I, J);
g2 = g ijfunction (a, omega, n — 1, 0, q ¢, q h, v, theta, x_tilde, I, J);
g3 = g ijfunction (a, omega, n, 1, q ¢, q h, v, theta, x_tilde, I, J);
i=1ihat + ((n — 1) / (alpha * n))"(n — 1) .* gl;

fori= 11

G(i, :) = (x_cross — omega);

end

mu w = (kappa x + 1 — i_hat) .* G + (i — i_hat) .* theta”(—1) .*
(g2 ./ max (g1, le — 10));

¢ = exp(a) * omega’ + f — i hat — ((n — 1) / (alpha * n))"(n — 1) .*
(g1 + (0 — 1) / m) * g3);

c=(c>0) . *max (¢, 1) + (c <=0) .* min (c, —1);

% computation of the initial values of Phi cross and Phi hat:
Phi_cross = (¢ .” (—gamma)) .* q ¢;
Phi_hat = (¢ .” (—gamma)) .* q h;

% iteration loop:
p = input ("Enter the number of iterations:’);
for k = 1:p

% computation of the derivation of Phi:
fori= 11
mu = mu_w(i, :)’;
Phil = Phi_cross(i, :)';
Phi2 = Phi_hat(i, :)’;
dPhidw_cross = dPhidw_function(J, mu, h_w, Phil);
dPhidw_hat = dPhidw_function(J, mu, h_w, Phi2);
dPhidw _c(i, :) = dPhidw_cross;
dPhidw_h(i, :) = dPhidw_hat;

end

% definition of the coefficients of the differential equations:
% for —kappa_a (a_cross — a) > 0 backward differencing (for ... < 0
forward differencing)
forj = 1:J

Max(:, j) = max (—kappa_a .* (a_cross — a) ./ h_a, 0);

Min(:, j) = min (—kappa_ a .* (a_cross — a) ./ h_a, 0);

H(:, j) = exp(a);
end
A cross = rho + (1 — gamma) * (delta — i hat) + gamma * ((n — 1)
./ (alpha * n))"(n — 1) .* g1 + ((sigma_a)"2) / (h_a)"2 + Max — Min;
A hat = rho + kappa x + (1 — gamma) * (delta — i hat) + gamma *
(mn—1)./ (alpha *n))"(n — 1) .* gl + ((sigma_a)"2) / (h_.a)"2 + Max
— Min;
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B = min (—kappa_a .* (a_cross — a) ./ (h_a), 0) — ((sigma_a)"2) / (2 *
(h_a)2);

C = — max (—kappa_a .* (a_cross — a) ./ (h_a), 0) — ((sigma_a)"2) / (2
* (ha)2);

F_cross = (H + (x_cross)"(—1) .* (f — i_hat)) .* ¢."( — gamma);

F hat = H .* ¢."( — gamma);

F cross = F cross + mu w .* dPhidw c;

F hat = F hat + mu w .* dPhidw h;

% definition of the damping coefficients:
A _cross = A _cross + tau;

A hat = A_hat + tau;

F cross = F _cross + tau .* Phi cross;

F hat = F hat + tau .* Phi_hat;

Phi _c old = Phi_cross;
Phi h old = Phi_hat;
g cold = qc;

q h old = ¢ h;

% computation of the solutions Phi hat and Phi cross:
B = [0; B(1:I-1)];
C = [C(2:0); 0]
for j = 1:J
A = A _cross (, j);
F = F cross (, j);
Phi_c = DGLfunction_Gala (A, B, C, F, I);
Phi_cross (:, j) = Phi_c;
A = A hat (3, j);
F = F hat (3, j);
Phi_h = DGLfunction_Gala (A, B, C, F, I);
Phi_hat (:, j) = Phi_h;

end

% computation of q ¢ and q h:
qc = (c."gamma) .* Phi_cross;
q h = (c."gamma) .* Phi_hat;

% computation of the norms:
1(k) = norm (Phi_cross — Phi_c_old);
m(k) = norm (Phi_hat — Phi_h_old);
y(k) = norm (q ¢ — g c_old);
o(k) = norm (q_h — q h_old);

% computation of the parameters for the next iteration:
x_tilde = (1 — x_cross .* (q ¢ — q h)) ./ max (q_h, le — 10);
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gl = g ijfunction (a, omega, n — 1, 1, q ¢, ¢ h, v, theta, x_tilde, I, J);
g2 = g ijfunction (a, omega, n — 1, 0, q ¢, q h, v, theta, x_tilde, I, J);
g3 = g ijfunction (a, omega, n, 1, q ¢, q h, v, theta, x_tilde, I, J);
i=1ihat + ((n — 1) / (alpha * n))"(n — 1) .* gl;
fori= 11

G(i, :) = (x_cross — omega);
end
mu w = (kappa x + 1 — i hat) .* G + (i — i_hat) .* theta’(—1) .*
(g2 ./ max (gl, le — 10));
¢ = exp(a) * omega’ + f — i hat — ((n — 1) / (alpha * n))"(n — 1) .*
(gl + ((n — 1) / n) .* g3);
¢ = (c>0).*max (¢, 1) + (¢ <=0) .* min (¢, —1);

end

% plots of the norms in the number of iterations:
figure (1)

z = l:p;

hold on

plot (z, 1, 't’)

plot (z, m, 'b’)

hold off

xlabel (‘iterations p’)

ylabel (‘norms’)

title (|Phi(p) — Phi(p-1)])

legend ("Phi_cross in red’, 'Phi_hat in blue/, 1)
figure (2)

hold on

plot (z, y, 't’)

plot (z, o, 'b)

hold off

xlabel (‘iterations p’)

ylabel ('norms’)

title ("[la(p) — a(p-1)|I')

legend (‘g cross in red’, 'q_hat in blue’; 1)

We need the function g_ijfunction to use the programs IterationGala_general and Iter-
ationGala.

function g = g ijfunction (a, omega, m1, m2, q ¢, q h, v, theta, x_tilde, I, J)

sum = 0;
for k = 0:ml
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GammaU = gamma(k + v) .* (1 — gammainc (theta .* x_tilde, k + v));
sum = sum + (gamma (ml + 1) .* GammalU) ./ (gamma (ml + 1
— k) .* gamma (k + m2) .* gamma (v)) .* (—x_tilde)."(m1 — k) .*
theta”(—k);

end

g = (qh."m1) .* sum;

Moreover, the function dPhidw_function is given by:

function y = dPhidw_function (J, mu, h_w, Phi)

A = zeros (J);
y = zeros (J, 1);

r = — max (sign (—mu), 0) .* 1/h_w;
s = (max (sign (—mu), 0) + min (sign (—mu), 0)) .* 1/h_w;
t = — min( sign (—mu), 0) .* 1/h_w;

A = spdiags ([r s t], —1:1, J, J);

y = A * Phi;

Furthermore, we need the function DGLfunction_Gala to compute the solutions Phi_cross
and Phi hat:

function u = DGLfunction_Gala (A, B, C, F, I)

M = zeros (I);
u = zeros (I, 1);

M = spdiags ([C A B], —1:1, I, I);

u = M\F;
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