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Abstract

Assume the existence of sufficent large cardinals. Let Mswn be the
minimal iterable proper class L[E] model satisfying “there are δ0 < κ0 <
. . . < δn−1 < κn−1 such that the δi are Woodin cardinals and the κi are
strong cardinals”. Let M = Msw2. We identify an inner model V M

2 of M ,
which is a proper class model satisfying “there are 2 Woodin cardinals”,
and is iterable both in V and in M , and closed under its own iteration
strategy. The construction also yields significant information about the
extent to which M knows its own iteration strategy. We characterize
the universe of V M

2 as the mantle and the least ground of M , and as
HODM [G] for G ⊆ Coll(ω, λ) being M -generic with λ sufficiently large.
These results correspond to facts already known for Msw1, and the proofs
are an elaboration of those, but there are substantial new issues and new
methods used to handle them. 1 2

Contents

1 Introduction 3
1.1 Notation and Background . . . . . . . . . . . . . . . . . . . . . . 6

2 Ground generation 8

3 The model Mswsw 16

12020 Mathematics Subject Classifications: 03E45, 03E55, 03E40.
2Keywords: Inner model theory, mouse, iteration strategy, self-iterability, strategy mouse,

HOD, mantle, ground, Varsovian model.

1



4 The first Varsovian model V1 19
4.1 The models for the system . . . . . . . . . . . . . . . . . . . . . . 20
4.2 The short tree strategy Σsh for M . . . . . . . . . . . . . . . . . 20
4.3 The first direct limit system . . . . . . . . . . . . . . . . . . . . . 24

4.3.1 The external direct limit system Dext . . . . . . . . . . . 24
4.3.2 The internal direct limit system D . . . . . . . . . . . . . 26

4.4 The first Varsovian model as M∞[∗] . . . . . . . . . . . . . . . . 30

4.5 HOD
M [G]
E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.6 Uniform grounds . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.7 The structure Q . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.8 The κ0-mantle of M . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.9 The first Varsovian model as the strategy mouse V1 . . . . . . . 40
4.10 Varsovian strategy premice . . . . . . . . . . . . . . . . . . . . . 46
4.11 The action of M -iteration on M∞ . . . . . . . . . . . . . . . . . 50
4.12 Iterability of V1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.12.1 Tree translation from M to V1 . . . . . . . . . . . . . . . 53
4.12.2 Trees based on M∞|δ∞ . . . . . . . . . . . . . . . . . . . 54
4.12.3 Condensation properties for full normalization . . . . . . 57
4.12.4 Short-normal trees on V1 . . . . . . . . . . . . . . . . . . 58
4.12.5 Normal trees on V1 . . . . . . . . . . . . . . . . . . . . . . 65

5 The second Varsovian model V2 67
5.1 The δ1-short tree strategy for V1 . . . . . . . . . . . . . . . . . . 67

5.1.1 P-illustrative trees on M . . . . . . . . . . . . . . . . . . . 68
5.1.2 DSR trees on iterates of V1 . . . . . . . . . . . . . . . . . 75
5.1.3 Definability of ΣV ,sh and (variants of) MTb . . . . . . . . 77

5.2 The second direct limit system . . . . . . . . . . . . . . . . . . . 80
5.2.1 The external direct limit system Dext

1 . . . . . . . . . . . 81
5.2.2 The internal direct limit system D1 . . . . . . . . . . . . . 82
5.2.3 The second Varsovian model as N∞[∗] . . . . . . . . . . . 84
5.2.4 Uniform grounds of V1 . . . . . . . . . . . . . . . . . . . . 85

5.3 The second Varsovian model as the strategy mouse V2 . . . . . . 85
5.4 Iterability of N∞|δ1∞ in V1 and V2 . . . . . . . . . . . . . . . . . 88
5.5 2-Varsovian strategy premice . . . . . . . . . . . . . . . . . . . . 89
5.6 Iterability of V2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.6.1 Condensation properties for full normalization . . . . . . 92
5.6.2 Tree translation from V1 to V2 . . . . . . . . . . . . . . . 93
5.6.3 Trees based on N∞|δN∞1 . . . . . . . . . . . . . . . . . . . 93
5.6.4 Short-normal trees on V2 . . . . . . . . . . . . . . . . . . 94
5.6.5 Normal trees on V2 . . . . . . . . . . . . . . . . . . . . . . 97

5.7 Self-iterability of V2 . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.8 The mantle and eventual generic HOD of M . . . . . . . . . . . . 104

2



1 Introduction

The first generation of canonical inner models for large cardinals are those of
the form M = L[E] (or Lα[E]) where E is a sequence of (partial) measures or
extenders with various nice properties. The second generation are those of the
form M = L[E,Σ] (or Lα[E,Σ]), with E as before, but Σ is a (partial) iteration
strategy for M . We refer to the former as mice or extender models, and the latter
as strategy mice or strategic extender models. Strategy mice arise naturally
as HODs of determinacy models, and this phenomenon has been extensively
studied. (The universe of) a strategy mouse V Msw was also found in [8] to be
the mantle of and a certain HOD associated to the mouse Msw = Msw1 (the
“minimal” proper class mouse with a strong cardinal above a Woodin cardinal).
While mice with Woodin cardinals (and which model ZFC, for example) can
only compute restricted fragments of their own iteration strategies, strategy
mice can be fully self-iterable.

One can contemplate the relationship between the two hierarchies; a key
issue is the consistency strength of large cardinals when exhibited in the respec-
tive models: how do large cardinal hypotheses in (fully iterable) mice compare
in consistency strength to those in (fully iterable) strategy mice, particularly for
strategy mice which are closed under their own strategy? Continuing the line of
investigation of [8], the present paper derives3 the existence of a fully iterable
proper class strategy mouse V = L[E,Σ], closed under its strategy, and contain-
ing two Woodin cardinals, from the existence and full iterability of the mouse
M#

swsw. This is the least active mouse N such that letting κ = crit(F ) where F
is the active extender of N , then N |κ �“There are ordinals δ0 < κ0 < δ1 < κ1

such that each δi is a Woodin cardinal and each κi is a strong cardinal”. Let-
ting Mswsw be the proper class model left behind after iterating F out of the
universe, the strategy mouse V will be an inner model of Mswsw. (We also ob-
tain Silver indiscernibles for V .) The analysis also shows that Mswsw computes
substantial fragments of its own iteration strategy, thereby contributing to the
investigation of self-iterability in mice as in [12], but here beyond the tame level.

Now recall that if W is a model of ZFC, then P ⊆ W is a ground of W iff
P is also a model of ZFC and there is some poset P ∈ P and some g which
is (P,P)-generic with W = P [g]. (Note this implies that P is transitive in the
sense of W and contains all of the ordinals of W ; by the Woodin/Laver ground
definability result [2], [6], P is also definable from parameters over W .) The
intersection of all grounds of W is called the mantle MW of W . Recall W is
called a bedrock iff W has no non-trivial grounds, or equivalently, W = MW .
See [2] and [25] for more general background on these topics not specific to inner
model theory.

3Disclaimer: The “proofs” (and some definitions) presented here are not quite complete,
because their full exposition depends on an integration, omitted here, of the method of ∗-
translation (see [1]) with the techniques we develop. The integration itself is a straightforward
matter of combining the two things. But because ∗-translation itself is already quite detailed,
its inclusion would have added significantly to the length of the paper. It will be covered
instead in [16].
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The reason that mice modelling ZFC + Woodin cardinals do not compute
their own iteration strategies is connected with the fact that they have proper
(set-)grounds. The standard examples of such grounds arise from Woodin’s
genericity iterations. This phenomenon has led to inner model theoretic geology,
which has proven to be an exciting and fruitful area of set theory. Its program
is to analyze the collection of grounds and the mantle of given canonical inner
models. See [3] and [8], which address exactly this kind of problem, and are
precursors to the current work. See also [15], parts of which were motivated
by the current work. The theme uncovered in these works is roughly that the
mantle of a (sufficiently canonical) mouse tends to itself be a mouse or a strategy
mouse, and hence can be analyzed in high detail.

The paper [3] proves that if M = L[E] is a tame proper class mouse with a
Woodin cardinal but no strong cardinal, and some further technical assumptions
hold, then the mantle of M is itself a mouse, but is not a ground of L[E]; see
[3, §3.4] and specifically [3, Theorem 3.33]. As an example, the mantle of M1

(the minimal proper class mouse with one Woodin cardinal) is the model left
behind after iterating the unique measure on the least measurable of M1 out of
the universe, and note this model has no measurable cardinals. The situation
is entirely different if L[E] has a strong cardinal.

Let Msw
# denote the minimal active mouse N such that letting κ = crit(F )

where F is the active extender of N , then N |κ �“there is a strong cardinal
above a Woodin cardinal”, and suppose this mouse is fully iterable (for all set-
sized trees). Let Mswsw be the proper class mouse left by iterating F out of
the universe. It is shown in [8] that there are only set many grounds of Msw

and that the mantle of Msw is itself a ground of Msw and hence a bedrock.
There is therefore some analogy here between Msw and V in the presence of an
extendible cardinal; see [26, Theorem 1.3]. The mantle of Msw, however, also
has an interesting structural analysis, as it is the universe of the strategy mouse
V Msw mentioned earlier. It is, moreover, a canonical “least” inner model which
has a Woodin cardinal and knows how to fully iterate itself; see [8, Lemma 2.20].

In personal communication with the second author [27], W. Hugh Woodin
expressed suspicion that the mantle of any proper class mouse L[E] with a strong
cardinal above a Woodin cardinal might perhaps contain non-trivial strategy
information at its least Woodin cardinal and not at any larger Woodin.

A reasonable candidate for testing this suspicion and for extending the anal-
ysis of [8] is the big brother of Msw, namely M = Mswsw, introduced above,
and studied in this paper. We will show that the strategy mouse V M , also
introduced above, has universe the mantle of M , and so in fact, this mantle
contains two Woodins together with non-trivial (and is closed under) strategy
information for both of them. There is therefore a stronger analogy between
hod mice (see [7]) and mantles of extender models L[E] than was previously
expected. This universe is also a ground of M , and hence is a bedrock. We will
also show that V M has universe the eventual generic HOD of M ; that is, its uni-
verse is HODM [G] whenever λ is a sufficiently large ordinal and G ⊆ Coll(ω, λ)
is M -generic.

In some more detail, we will first isolate the first Varsovian model V1 = V M
1
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of M and show that V1 is a ground of M , contains exactly two Woodin cardinals
and a strong above them, and knows how to iterate itself fully for trees based on
its least Woodin. This model is at first constructed in the form of “L[M∞, ∗]”,
very much like in the construction of [8], which also mirrors Woodin’s analysis

of HODL[x,G]. We then show that this model admits a stratification as a fine
structural strategy premouse. The indexing used for the stratification is new,
and this indexing is important in the overall analysis we give. It is moreover
determined in a very strong sense by the hierarchy of M – the extender sequence
of V1 is in fact given by simply restricting the extenders on the sequence of M
above a certain point, some of which correspond to strategy. We then go on to
isolate the second Varsovian model V2 = V M

2 of M , which will be constructed
inside V1 (so V2 ⊆ V1 ⊆ M), using an elaboration of the construction of V1 in
M . We then analyze the model and compute an iteration strategy for it, and
establish the remaining facts mentioned above: the universe of V2 is the mantle
and eventual generic HOD of M , V2 contains exactly two Woodin cardinals
and knows fully how to iterate itself. We also show that the universe of V1 is
the κ0-mantle of M , where κ0 is the least strong of M . The overall picture and
process is expected to generalize to n < ω iterations (working in the appropriate
starting mouse) and beyond.

The reader who is familiar with [7], for example, will encounter a lot of par-
allels between our analysis and the theory of hod mice; a key difference, though,
is that our treatment is purely combinatorial and “inner model theoretic”, using
no descriptive set theory. Familiarity with [8] certainly helps, since the current
paper is in large part an extension of that one, and some arguments covered
in [8] are omitted here. But the reader who is reasonably familiar with inner
model theory in general should be able to refer to [8] as needed.

The paper is organized as follows. There are some preliminaries and notation
listed at the end of this section. In §2, we present the general method of assigning
the (first) Varsovian model V L[E] to an extender model L[E], and prove key
facts about it, under certain hypotheses. In §3, we describe some key properties
of Mswsw and its iteration strategy, which will be essential throughout. In §4,
the first Varsovian model V1 of M , and its iteration strategy ΣV1

, are defined
and analyzed. This analysis is centered around the stratification of V1 as a
strategy premouse. We also give natural characterizations of the universe of V1.
In §5, we identify V2, also stratifying it as a strategy premouse. We show that
V2 has two Woodin cardinals, is fully iterable, and is closed under its iteration
strategy. We expect that the hypothesis used to construct such a model is in
some sense optimal. We finally show in §5.8 that the universe of V2 is the mantle
of M and is HODM [G] for sufficiently large collapse generics G.

The work presented here was started by the first two authors, extending
their [8]. In the early stages, significant progress was made, but without a full
development of the level-by-level fine structural correspondence presented in
this paper between the models M = Mswsw, V1 and V2; such a correspondence
was considered to some extent, but then put aside in favour of other methods.
During this time, the first author developed an approach to computing the man-
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tle of M which does not use the level-by-level correspondence, but this has not
been published. Later, the second author returned to the level-by-level corre-
spondence, and developed some of the main ideas in its connection. Following
this, in September 2017, the second and third authors then began discussing
this approach. Over the next few months, building on what had already been
established, they (mostly) completed the analysis via this approach, leading to
the current presentation (some details being added over time somewhat later).
Some of the evolution of ideas was documented by the second author’s talks at
the 4th Münster conference on inner model theory, July 17–Aug 01, 2017, and
at the 1st Girona conference on inner model theory, July 16–27, 2018, and in
the handwritten notes [10].

The early development, worked out by the first two authors, directly yielded
parts of the present paper, as well as precursors to some other parts. Some
version of probably the most central concept in the paper, the strategy mouse
hierarchy used in Definition 4.39 (which is also a precursor of Definition 5.39),
is due to the first two authors, as is §4.7; the setup for the first direct limit
system in §§4.1,4.3,4.4 is much as in [8] and is basically due to them, although
the approach used in §4.2 for computing short tree strategy, and some other uses
of normalization, are due to the 3rd author. The 2nd author is responsible for

the majority of §2, including Definition 2.11, for the computation of HOD
M [G]
E

in Theorem 4.28 via extending Lemma 4.24 (and the idea to consider HODE ),
and the modified P-construction (Definition 5.4). The 2nd and 3rd authors
jointly established Lemma 5.8, the construction of the second direct limit system
in §5.2, and the strategy mouse hierarchy used in Definition 5.39 (adapting
4.39). The (self-)iterability of V1 and V2 is also mostly due to the 2nd and 3rd
authors, integrating some of the earlier work of the first two. The 3rd author is
responsible for Lemma 4.24, that V1 ⊆ M∞[∗], Lemmas 2.10, 4.41, 4.81, 4.84,
5.68, 5.72, Definitions 4.79, 5.67, §§4.10, 4.11, 5.1.2, 5.1.3, 5.8, and the original
version of §4.8.

1.1 Notation and Background

General : Given structures P,Q, bP c denotes the universe of P , and P =̂ Q
means bP c = bQc.

Premice: All premice in the paper are Jensen-indexed (λ-indexed). Given
premouse N = (U,E, F ) with universe U , internal extender sequence E and
active extender F , we write bNc = U , EN = E, FN = F , and EN+ = E ̂ F .
Write Npv = (U,E, ∅) for its passivization, N ||α for the initial segment P of
N with ORP = α (inclusive of active extender) and N |α = (N ||α)pv. Write
lh(F ) = ORN . Given premice M,N , we write M E N iff M = N ||α for some
α ≤ ORN , and M / N iff M E N but N 6E M . Given also m,n ≤ ω such
that M is m-sound and N is n-sound, we write (M,m) E (N,n) iff M E N
and if M = N then m ≤ n, and write (M,m) / (N,n) iff (M,m) E (N,n) but
(N,n) 6E (M,m). For η ≤ ORN , we say η is a cutpoint of N iff for all E ∈ EN+ ,
if crit(E) < η then lh(E) ≤ η, and a strong cutpoint iff for all E ∈ EN+ , if
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crit(E) ≤ η then lh(E) ≤ η. For ξ < δ ∈ ORN , BNδ,ξ denotes the δ-generator
extender algebra at δ, with axioms induced by extenders E ∈ E with ν(E)
inaccessible in N and ξ ≤ crit(E). And BNδ = BNδ,0.

Hulls: In general, HullMt (X) denotes the structure whose universe is the
collection of elements of M , definable over M from parameters in X, with
definitions of “kind t”, and whose predicates are just the restrictions of those of
M . Here “kind t” depends on context, but the main example is that if M is a
premouse, then the universe of HullMn+1(X) is the collection of all y ∈ M such
that for some rΣn+1 formula ϕ and ~x ∈ X<ω, y is the unique z ∈M such that
M � ϕ(z, ~x). When it makes sense, cHullMt (X) denotes the transitive collapse
of HullMn+1(X) (including the collapses of predicates).

Ultrapowers: Let E be an extender over N . Write iNE : N → Ult(N,E) for

the ultrapower map, and iN,nE → Ultn(N,E) for the degree-n ultrapower and
associated map. Write κE = crit(E) for the critical point of E, λE = λ(E) =
iE(κE), and δ(E) for the measure space of E; in particular, if E is short then
δ(E) = crit(E) + 1.

Iteration trees: A fine structural iteration tree T consists of tree order
<T , tree-predecessor function α+ 1 7→ predT (α+ 1), model-dropping node-set
DT ⊆ lh(T ), model-or-degree-dropping node-set DTdeg ⊆ lh(T ), models MTα and

degrees degTα (for α < lh(T )), extenders ETα ∈ E+(MTα ) and model pre-images
M∗Tα+1 E MTβ where β = predT (α + 1) (for α + 1 < lh(T )), and here MTα+1 =

Ultd(M
∗T
α+1, E

T
α ) where d = degTα , and if α ≤T β and (α, β]T ∩DT = ∅, iteration

maps iTαβ : MTα → MTβ , and if α is also a successor ordinal, i∗Tαβ : M∗Tα → MTβ .
(Note we are only indicating notation above; the definition of iteration tree has
more demands.)

Let N be an n-sound premouse, where n ≤ ω, and T a fine structural
iteration tree. Recall that T is n-maximal on N iff (i) (MT0 ,degT0 ) = (N,n),
(ii) lh(ETα ) < lh(ETβ ) for α+ 1 < β+ 1 < lh(T ), (iii) predT (α+ 1) is the least β

such that crit(ETα ) < λ(ETβ ), and (iv) (M∗Tα+1,degTα+1) is the lex-largest (P, p)

such that (MTβ ||lh(ETβ ), 0) E (P, p) E (MTβ ,degTβ ) and crit(ETα ) < ρPp . We say
T is normal if it is n-maximal for some n. For δ an N -cardinal, we say T is
based on N |δ iff for all α + 1 < lh(T ), if [0, α]T does not drop in model then
lh(ETα ) ≤ iT0α(δ). We say T is above κ iff crit(ETα ) ≥ κ for all α + 1 < lh(T ),
and strictly above κ iff crit(ETα ) > κ for all α+ 1 < lh(T ).

P-construction: Given a premouse M and N ∈ M , PM (N), or just P(N)
if M is understood, denotes the P-construction as computed in M over base
set N . In [12, §1], this model would be denoted P(M,N,−). If T is a limit
length iteration tree, PN (T ) abbreviates PN (M(T )), and if T is the trivial
tree (that is, uses no extenders) then PN (T ) denotes N . (The latter notation
is just convenient when we set up indices for the direct limit systems, as then
the trivial tree T on M indexes the base of the system computed in M .)

Remark 1.1. For our overall purposes Jensen indexing for premice is natural.
However, genericity iterations are essential, which are somewhat cumbersome
with Jensen indexing and Jensen iteration rules (as for n-maximality above).

7



The process for this is described in [22, Theorem 5.8]. We f also use genericity
inflation, sketched in §4.2, and minimal genericity inflation, see [14, §5.2***].)

2 Ground generation

In this section we shall present an abstract version of the construction of a
Varsovian model V derived from a given inner model M (satisfying the require-
ments below), and prove that V is a ground of M . It will take some time to
lay out the required hypotheses ((ug1)–(ug24)); we will also collect some facts
along the way.

Fix M, (d,�), (Pp : p ∈ d) such that

(ug1) M is a proper class transitive model of ZFC,

(ug2) (d,�) ∈M is a directed partial order,

(ug3) (Pp : p ∈ d) is an indexed system of transitive proper class inner models of
M which is an M -class; that is, each Pp is a transitive proper class inner
model of M , and {(p, x) : p ∈ d ∧ x ∈ Pp} is an M -class. 4

Suppose that in V there is a system (πpq : p, q ∈ d ∧ p � q) such that:

(ug4) πpq : Pp → Pq is elementary whenever p � q,

(ug5) the maps are commuting; that is, πqr ◦ πpq = πpr for p � q � r.

Let
Dext =

(
〈Pp : p ∈ d〉 , 〈πpq : p, q ∈ d ∧ p � q〉

)
be the directed system (the ext stands for external). Define the direct limit
(model and maps)

(Mext
∞ , πp∞ : p ∈ d) = dir lim D . (1)

Suppose

(ug6) Mext
∞ is wellfounded; we take it transitive.

Note that the system Dext is not assumed to be an M -class, hence neitherMext
∞ .

But suppose that Dext is “covered” by an M -class, in the sense that there is an
M -class (d+,�) (we use the same symbol �, since there will be no possibility
of confusion) such that:

(ug7) d+ ⊆ d× ([OR]<ω\∅) and � is a directed partial order on d+,

(ug8) if (p, s), (q, t) ∈ d+ then (p, s) � (q, t) iff p � q and s ⊆ t
4In practice, M and all Pp, p ∈ d, will be (pure or strategic) premice, hence inner models

constructed from a distinguished (class sized) predicate, in which case our definability hy-
pothesis is supposed to mean that the collection of predicates constructing the Pp, p ∈ d, is
definable over M .
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(ug9) if (p, t) ∈ d+ and ∅ 6= s ⊆ t then (p, s) ∈ d+,

(ug10) if (p, s) ∈ d+, q ∈ d and p � q, then (q, s) ∈ d+.

Further, there is a system

D =
( 〈
Hp
s : (p, s) ∈ d+

〉
,
〈
πps,qt : (p, s), (q, t) ∈ d+ ∧ (p, s) � (q, t)

〉 )
(2)

such that:

(ug11) D is an M -class,

(ug12) for all (p, s) ∈ d+, Hp
s is an elementary substructure of Qps = Pp|max(s),5

(ug13) for all (p, s), (q, s) ∈ d+ with p � q, the map πps,qs : Hp
s → Hq

s is elemen-
tary,

(ug14) for all (p, t) ∈ d+ and s ⊆ t, we have Hp
s �0 H

p
t , and the map

πps,pt : Hp
s → Hp

t

is the inclusion map (hence Σ0-elementary),

(ug15) the maps πps,qt commute, in that πqt,ru ◦ πps,qt = πps,ru,

Note if (p, s), (q, t) ∈ d+ and (p, s) � (q, t), then (p, s) � (q, s) � (q, t), so by
(ug13), (ug14), (ug15),

πps,qt = πqs,qt ◦ πps,qs : Hp
s → Hq

t

is Σ0-elementary and has the same graph as has πps,qs, and in particular, the
graph is independent of t. And note that πps,qs ⊆ πpt,qt whenever s ⊆ t and
(p, t) ∈ d+ and p � q ∈ d, because here (p, s) ∈ d+ and

πpt,qt ◦ πps,pt = πps,qt = πqs,qt ◦ πps,qs,

but πps,pt and πqs,qt are just inclusion maps.

Definition 2.1. Given α ∈ OR and p ∈ d, say α is p-stable iff πpq(α) = α for
all q ∈ d with p � q. Say s ∈ [OR]<ω is p-stable iff α is p-stable for each α ∈ s.
Call (p, s) ∈ d+ true iff s is p-stable and for all q, r ∈ d with p � q � r, we have
πqs,rs = πqr � Hq

s . a

Lemma 2.2. For each s ∈ [OR]<ω\{∅}, there is p ∈ d such that s is p-stable.

The proof is standard, using the wellfoundedness of Mext
∞ . Assume further:

(ug16) for all s ∈ [OR]<ω\{∅}, there is p ∈ d with (p, s) ∈ d+ and (p, s) true.

5Here if Pp is a (possibly strategy) premouse, then this is precisely defined, and is passive
(strategy) premouse; in general Pp should be stratified in an OR-indexed increasing chain of
Σ0-elementary substructures and Qps should be the proper level of that hierarchy indexed at
max(s).
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(ug17) for all p ∈ d and x ∈ Pp, there exists s such that (p, s) ∈ d+, (p, s) is true
and x ∈ Hp

s .

Define the direct limit (M∞, πps,∞ : (p, s) ∈ d+) = dir lim D .

Lemma 2.3. M∞ =Mext
∞ is M -definable.

Proof. Our assumptions immediately give that M∞ is M -definable. Consider
the equality. We proceed as in the proof of [8, Lemma 2.4] or the first few claims
in [19]; the last few properties listed above been abstracted from those proofs.
We will define a map χ : M∞ →Mext

∞ and show that χ is the identity.
Let (p, s) ∈ d+ and x ∈ Hp

s . By (ug10) and (ug16), we may fix q such that
(p, s) � (q, s) and (q, s) is true. Define

χ(πps,∞(x)) = πq,∞ ◦ πps,qs(x).

By commutativity and truth (trueness), this does not depend on the choice
of q, so χ is well-defined. Note that χ is Σ0-elementary and cofinal, hence
fully elementary, by [4, Theorem II.1, p. 54; Remark II.2, p. 55]. If p ∈ d
and x ∈ Pp, then by (ug17) there is s with (p, s) true and x ∈ Hp

s . Hence
πp,∞(x) = χ(πps,∞(x)) ∈ ran(χ). So χ is surjective, so χ = id.

Given p ∈ d, write Cp = {q ∈ d : p � q}, and given (p, s) ∈ d+, write
C(p,s) = {(q, t) ∈ d+ : (p, s) � (q, t)}. Call a set C ⊆ d a cone iff Cp ⊆ C for some
p ∈ d, and C′ ⊆ d+ a cone iff C(p,s) ⊆ C′ for some (p, s) ∈ d+.

Lemma 2.4. We have:

1. There is a cone C ⊆ d such that πpq(ρ) = ρ for all p, q ∈ C with p � q.

2. There is a cone C′ ⊆ d+ such that ρ ∈ Hp
s and πps,qt(ρ) = ρ for all

(p, s), (q, t) ∈ C′ with (p, s) � (q, t), and

Proof. Let s = {ρ, ρ+ 1} and (using (ug16)) let p ∈ d be such that (p, s) ∈ d+

and (p, s) is true (hence s is p-stable). Then Cp and C(p,s) work.

Note that part 2 of the previous lemma is understood by M . Using this, we
can define the associated ∗-map OR→ OR. For α ∈ OR write

ρ∗ = πps,∞(ρ), (3)

where (p, s) is any element of any cone C′ witnessing part 2 of the lemma. Note
this is well-defined, and ∗ is a class of M .

Lemma 2.5. Let ρ ∈ OR, and C, C′ be cones witnessing Lemma 2.4. Then:

1. ρ∗ = πp∞(ρ) for all p ∈ C,

2. ρ ∈ Hp
s and ρ∗ = πps,∞(ρ) for all (p, s) ∈ C′,

3. ρ∗ = min{πp∞(ρ) : p ∈ d}.

10



Proof. Parts 1 and 2 follow directly from Lemma 2.4 and the fact that the
function χ defined in the proof of Lemma 2.3 is the identity.

Part 3: Let C ⊆ d witness Lemma 2.4. Let p ∈ d. Then there is q ∈ C with
p � q. Therefore πpq(ρ) ≥ ρ, so πp∞(ρ) ≥ πq∞(ρ), which suffices.

There is another important characterization of ρ 7→ ρ∗, given some further
properties. Assume:

(ug18) There is a unique �-minimal p0 ∈ d. Moreover, M = Pp0
and πp0q(p0) = q

for each q ∈ d.

So πp0q : M → Pq for all q ∈ d, and πp0∞ : M → M∞. The next hypotheses
guarantee a homogeneity property of the system, in that each Pp may equally

serve as a base. Let DPp = πp0p(D), MPp∞ = πp0p(M∞), etc, for p ∈ d.6 Let
cp = dp ∩ d and c+p = d+

p ∩ d+. Suppose:

(ug19) For all p ∈ d, cp is dense in (dp,�p) and dense in (d,�), and �p�cp = ��cp,

(ug20) For all p ∈ d and all (q, s), (r, t) ∈ c+p with (q, s) � (r, t), we have (Pq)Pp =

Pq and (Hq
s )Pp = Hq

s and (πqs,rt)
Pp = πqs,rt.

(ug21) For all s ∈ [OR]<ω\{∅} there is p ∈ d with (p, s) true and (p, s) ∈ c+p .

Using these properties, it is now straightforward to deduce:

Lemma 2.6. For each p ∈ d, we have:

1. c+p is dense in (d+
p ,�p) and dense in (d+,�), and �p�c+p = �p�c+p .

2. The direct limitMPp∞ of DPp is justM∞ , and the associated ∗-map ∗Pp
is just ∗, so πp0p(M∞) =M∞ and πp0p(∗) = ∗.

Definition 2.7. For p ∈ d and s, t ∈ [OR]<ω\∅, say (p, s, t) is embedding-good
iff (p, t) ∈ d+, πps,∞ ∈ Hp

t and πpt,qt(πps,∞) = πqs,∞ for all q ∈ Cp. a

Note that embedding-good is an M -class.

Lemma 2.8.

1. If (p, s) is as in (ug21) then (q, s) is true and (q, s) ∈ d+∩d+
q for all q ∈ Cp.

2. For each s ∈ [OR]<ω\∅ there is p ∈ d such that for each q ∈ Cp, we have
(q, s) true and (q, s) ∈ d+ ∩ d+

q , and for each x ∈ Pq there is t ∈ [OR]<ω

such that (q, t) is true and x ∈ Hq
t and (q, s, t) is embedding-good.

6Note that we write πp0p(D), not πp0p(Dext); of the course the latter does not make sense.

We know Mext
∞ = M∞, but MM∞∞ is of course computed in M∞ as the direct limit of

DM∞ . At this stage it is not relevant whether there is some external system of elementary
embeddings associated with DM∞ analogous to Dext.
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Proof. Part 1: We have (q, s) ∈ d+ and (q, s) true because (p, s) ∈ d+ and (p, s)
is true, and (q, s) ∈ d+

q because (p, s) ∈ d+
p and πpq((p, s)) = (q, s) by (ug18)

and because s is p-stable.
Part 2: Fix p ∈ d with (p, s) true and (p, s) ∈ d+ ∩ d+

p (using (ug21)). Let

q ∈ Cp. By part 1 and (ug18)–(ug20), (πrs,∞)Pr = πrs,∞ for all r ∈ Cq. Since
πqr(s) = s for such r, we get πqr(πqs,∞) = πrs,∞. Let x ∈ Pq. Using (ug17), let
t ∈ [OR]<ω such that (q, t) ∈ d+ is true and x, πqs,∞ ∈ Hq

t . Then q, t works.

Let G be the class of all embedding-good tuples. Define DM∞ = π0∞(D)
and MM∞∞ = π0∞(M∞). Working in M , define π∞ :M∞ →MM∞∞ by

π∞ =
⋃

(p,s,t)∈G

πpt,∞(πps,∞).

Lemma 2.9. π∞ : M∞ → MM∞∞ is elementary and π∞(ρ) = ρ∗ for ρ ∈ OR.
Moreover, πp0q(π∞) = π∞ for all q ∈ d.

Proof. The well-definedness and elementarity of π∞ is left to the reader. Fix
ρ ∈ OR. Let (p, s) ∈ d+ with ρ ∈ rg(πps,∞), taking p as in Lemma 2.8 part
2 with respect to s. Note we may assume that πpq(ρ) = ρ for all q ∈ Cp. Let
πps,∞(ρ̄) = ρ. Let t ∈ [OR]<ω\{∅} be such that (p, t) is true, ρ̄, ρ, πps,∞ ∈ Hp

t

and (p, s, t) is embedding-good. Then

ρ∗ = πp∞(ρ)

= πpt,∞(πps,∞(ρ̄))

= πpt,∞(πps,∞)(πpt,∞(ρ̄))

= π∞(ρ).

The “moreover” clause is as in Lemma 2.6.

We now define the associated Varsovian model V as

V = L[M∞, π∞]. (4)

So by Lemmas 2.6 and 2.9, V is a class of Pp, for all p ∈ d, and πp0p(V ) = V .
Let VM∞ = πp0∞(V ), so VM∞ is defined over M∞ just as V over M . So
letting πM∞∞ = πp0∞(π∞),

VM∞ = L[MM∞∞ , πM∞∞ ].

Lemma 2.10. π∞ extends uniquely to an elementary

π+
∞ : V → VM∞

such that π+
∞(π∞) = πM∞∞ (and π+

∞(M∞) = π∞(M∞) = MM∞∞ ). Moreover,
π+
∞ is V -definable from M∞, π∞.
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Proof. Since every element of V is definable over V from M∞, π∞ and some
ordinal, it suffices to see that for all formulas ϕ and ordinals α, we have

V � ϕ(M∞, π∞, α) ⇐⇒ VM∞ � ϕ(MM∞∞ , πM∞∞ , π∞(α)).

But V � ϕ(M∞, π∞, α) iff

Pp � “V � ϕ(M∞, π∞, α)”

for each p ∈ d. Taking p such that α is p-stable, and then applying πp∞,
note that the latter holds iff M∞ satisfies the corresponding formula regarding
π∞(α); that is, iff

VM∞ � ϕ(MM∞∞ , πM∞∞ , π∞(α)).

It therefore makes sense to define, for any x ∈M∞,

x∗ = π∞(x), (5)

and for x ∈ V ,

x∗+ = π+
∞(x); (6)

that is, ∗ and π∞ denote the same function, as do ∗+ and π+
∞.

We next formulate a few more assumptions which ensure that certain sets are
generic over V . Let δ ∈ OR and B ∈ M . Let δp = πp0p(δ) and δ∞ = πp0∞(δ),
etc. Assume:

(ug22) M �“δ is regular and B is a δ-cc complete Boolean algebra”, and

(ug23) V �“δ∞ is regular and B∞ is δ∞-cc”.

Now work in V . Let L be the infinitary propositional language, with propo-
sitional symbols Pξ for each ordinal ξ, generated by closing under under negation
and under conjunctions and disjunctions of length < δ∞ (so if 〈ϕα〉α<θ ⊆ Lµ
where θ < δ∞, then

∧
α<θ ϕα and

∨
α<θ ϕα are also in Lµ). (Note L is a proper

class of V .)
Working in any outer universe of V , given a set B of ordinals, the satisfaction

relation B � ϕ for ϕ ∈ Lµ is defined recursively as usual; that is, B � Pξ iff
ξ ∈ B; B � ¬ϕ iff B 6� ϕ; B �

∧
α<θ ϕα iff B � ϕα for all α < θ; and

B �
∨
α<θ ϕα iff B � ϕα for some α < θ.

Fix some Bp-name τp ∈ Pp for a set of ordinals, for some p ∈ d, and let
τj = πpq(τp) for q ∈ Cp, and τ∞ = πp∞(τp).

Definition 2.11. Work in V . Let L be the poset whose conditions are formulas
ϕ ∈ L such that there is p ∈ B∞ such that

p 
M∞B∞ “τ∞ � ϕ
∗+”,

and with ordering ϕ ≤ ψ iff for every p ∈ B∞, we have

p 
M∞B∞ “τ∞ � (ϕ∗+ ⇒ ψ∗+)”. a

13



Although L is proper class, it is easy to see that this is equivalent to a set
forcing. Note here that since ϕ ∈ V , ϕ∗+ is well-defined and

ϕ∗+ ∈ VM∞ ⊆M∞,

and the forcing assertions above make sense, as τ∞ ∈ M∞ is a B∞-name and
ϕ∗+, ψ∗+ ∈M∞. Note that by modding out by the equivalence relation

ϕ ≈ ψ ⇐⇒ ϕ ≤ ψ ≤ ϕ,

we get a forcing-equivalent poset defined as follows:

Definition 2.12. Work in V . Let L ⊆ B∞ be the forcing whose conditions are
those Boolean values in B∞ of the form

||“τ∞ � ϕ∗+”||M∞B∞ ,

where ϕ ∈ L, excluding the 0-condition of B∞, and with ordering induced by
B∞. a

Note that the forcing L depends on the name τ∞; if we want to make this
explicit, we will write L(τ∞).

Lemma 2.13. V � “L has the δ∞-c.c.”

Proof. Since V �“B∞ has the δ∞-cc” (by (ug23)), this is an immediate conse-
quence of Definition 2.12.

Lemma 2.14. Let A ∈M be a set of ordinals and p1 ∈ d and suppose that for
all q ∈ Cp1 there is g ∈M such that g is (Pq,Bq)-generic and (τq)g = A.7 Then
the filter

GA = {ϕ ∈ L
∣∣ A � ϕ};

or equivalently, if using Definition 2.12 to define L, the filter

GA =
{
||“τ∞ � ϕ∗+”||M∞B∞

∣∣∣ ϕ ∈ L ∧A � ϕ},
is (V ,L)-generic, and A ∈ V [GA] (so note V [A] = V [GA]).

Proof. Easily, GA is a filter. We verify genericity, and then clearly A ∈ V [GA].
Let 〈ϕα〉α<θ ∈ V be a maximal antichain of L. We must see GA meets 〈ϕα〉α<θ,
or equivalently, that A � ϕα for some α. Supposing otherwise, A � ψ where

ψ =
∧
α<θ

¬ϕα,

and by Lemma 2.13, θ < δ∞, so ψ ∈ L.

7In our applications, where M will be a (pure or strategic) premouse, A will typically be
a canonical code for M |µ, and the name τq will provide a canonical translation of the pair
(Pq |µ, ġ) into M |µ, where ġ is the generic filter.
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For each q ∈ Cp1 , we have V ⊆ Pq, so L ∈ Pq, and by hypothesis there is a
(Pq,Bq)-generic g ∈M with (τq)g = A, so

∃p ∈ Bq [p 
PqBq “τq � ψ”]. (7)

Considering the definition of π+
∞, note that we may take q ∈ Cp such that

πq∞(ψ) = π+
∞(ψ) = ψ∗+, so that (7) implies

∃p ∈ B∞ [p 
M∞B∞ “τ∞ � ψ
∗+”],

so ψ ∈ L. But the elementarity of π+
∞ easily gives that ψ ⊥ ϕα for every α < θ,

so 〈ϕα〉α<θ is not a maximal antichain. Contradiction!

Finally, suppose:

(ug24) For every ordinal µ with cardM (VMµ ) = µ, there is a set A′ ∈ P(µ)M

coding VMµ , and there is p1 ∈ d such that µ is p1-stable, and there is
a Bp1

-name τ ′p1
∈ Pp1

such that the hypotheses of Lemma 2.14 hold for
A′, p1, τ

′
p1

.

So under these assumptions for a given µ,A′, τ ′p1
, the conclusion of Lemma

2.14 holds with respect to L(τ ′∞). Assumption (ug24) basically says that the
Pp form a system of grounds for M in a “uniform” manner.

Definition 2.15. For M , etc, as above, we say that D ,D+ provide uniform
grounds for M iff conditions (ug1)–(ug24) hold. a

Theorem 2.16. Under the uniform grounds assumptions, V is a ground of M ,
via a forcing P such that M �“P has cardinality ≤ 2δ∞” and V �“P is δ∞-cc”.
Therefore δ∞ is a regular cardinal in M .

However, M∞ is not a ground of M .

Proof. We have that every set (of ordinals) in M is generic over V for some
L(τ ′∞) ⊆ B∞. Since there are only set-many such forcings, V is in fact a ground
ofM for some such L(τ ′∞). Moreover, this forcing is δ∞-cc in V , by [11, Theorem
2.2], we can find a forcing P ∈ V as desired.

The “therefore” clause now follows (recall δ∞ is a regular cardinal of V ).
Now VM∞ is a ground of M∞ (since V is a ground of M). Suppose M∞

is a ground of M . Then VM∞ is also a ground of M . But M defines π+
∞ : V →

VM∞ , which is then a non-trivial elementary embedding between two grounds
of M , contradicting [5, Theorem 8].

When we produce instances of uniform grounds later, we will actually know
more: we will have VM∞δ∞

= V V
δ∞

and δ∞ Woodin in V (hence also in M∞, so
δ Woodin in M , which will be an assumption), and B ⊆ δ, so L ⊆ δ∞, so some
L(τ ′∞) will be a P as above, but in fact of cardinality δ∞ in V and hence also
in M .
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3 The model Mswsw

In this section introduce the mouse Mswsw we will be analyzing, and establish
some of its basic properties, as well as some of those of its iteration strategy.

Definition 3.1. Let ψswsw be the statement, in the passive premouse language,
asserting “There are ordinals δ0 < κ0 < δ1 < κ1 with δi Woodin and κi strong
for i ≤ 1, as witnessed by E”. Let M# be the least active mouse such that

M#|µ � ψswsw where µ = crit(FM
#

).8 Then Mswsw denotes the proper class

model left behind by iterating FM
#

out of the universe. Note ρω(M#) =

ρ1(M#) = ω, pM
#

1 = ∅ and M# is ω-sound. We assume throughout that M#

exists and is (ω,OR,OR)-iterable.9 We usually write M = Mswsw.
Let Σ denote the (ω,OR)-iteration strategy (that is, for ω-maximal, hence

normal, trees, of set length) for M which is induced by the unique (ω,OR)-
strategy ΣM# for M#. Let Γ = Σstk denote the optimal-(ω,OR,OR)-strategy
for M which is induced by Σ via the normalization process of [14] (see Fact 3.4
below, especially item (Σ1) there). a

Certain aspects of normalization, used to define Γ = Σstk from Σ, will be
used in the paper. The main features we need are the properties of Σ men-
tioned in Fact 3.4 below, which can be black-boxed. Some of the details of the
normalization process will also come up to some extent later on, but the reader
unfamiliar with those details should still be able to follow most of the arguments
in the paper.

Remark 3.2. M knows enough of Σ that M |ωM1 is definable over the universe of
M (without parameters). Therefore by [20, Theorem 1.1], EM is definable over
the universe of M without parameters. Thus, when we talk about definability
over M , it does not matter whether we are given EM as a predicate or not.

However, if g is M -generic, then HODM [g] can differ from HOD
M [g]

EM , for example.

Definition 3.3. If ~T is a stack on M via Γ, then Γ~T ,N denotes the tail stacks

strategy for N induced by Γ, i.e. Γ~T ,N (~U) = Γ(~T ̂ ~U). Also Σ~T ,N denotes the
normal part of Γ~T ,N . Actually by what follows below, we can and usually do
write ΓN and ΣN . a

Recall that Γ = Σstk is the strategy for stacks induced by Σ.

Fact 3.4. We have:

(Σ1) Σ is the unique (ω,OR)-strategy for M , so satisfies both strong hull con-
densation and minimal hull condensation, and therefore by [14]:

– every iterate of M via Γ is also an iterate via Σ,

8By [18], Woodinness and strength is automatically witnessed by EM#
, as a consequence

of iterability, but we will also consider premice N � ψswsw which need not be iterable.
9We could probably just work with (ω, ω1 + 1)-iterability. By [22, Theorems 9.1, 9.3],

because M# is ω-sound and projects to ω, (ω, ω1 + 1)-iterability for M# implies (ω, ω1, ω1 +
1)∗-iterability, and similarly, (ω,OR)-iterability for M# implies (ω,OR,OR)-iterability.
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– if G is V -generic then Σ,Γ extend canonically to V [G], with the
same properties there; with an abuse of notation, we continue to
write Σ,Γ = Σstk for these extensions, or may write ΣV [G] or ΓV [G]

to emphasize the distinction.

(Σ2) Γ is fully positional, in that whenever ~T , ~U are two stacks via Γ with the
same last model N , then Γ~T ,N = Γ~U,N , irrespective of drops. However,
positionality will only be relevant in the non-dropping case.

(Σ3) Γ is commuting, i.e., if ~T ̂ ~U and ~T ̂ ~V are non-dropping stacks via Γ

with a common last model, then i
~U = i

~V ; see [14, ***Theorem 10.4].

(Σ4) For all ~T via Γ, with last model N , Σ~T ,N has minimal hull condensation

and Γ~T ,N = (Σ~T ,N )stk; see [14, ***Theorem 10.2].10 Thus, every iterate
of N via Γ~T ,N is also an iterate via Σ~T ,N , in a unique manner,

(Σ5) If T ,U are via Σ, of successor length, with non-dropping final branches,
P = MT∞ and Q = MU∞, η ∈ ORM , η′ = iT (η) = iU (η) and P |η′ = Q|η′
then ΣT ,MT∞ and ΣU,MU∞ agree with one another in their action on trees

V based on P |η′. See [14, ***Theorem 10.5].11

Remark 3.5. Very strong hull condensation ([23]) implies minimal hull con-
densation ([14]), which implies minimal inflation condensation ([14]). For the
normalization process of [14], minimal inflation condensation is sufficient, but
for the generic absoluteness results, minimal hull condensation is used.

Definition 3.6. We say that a stack ~T on M is correct if it is via Γ. We say
that N is a Σ-iterate of M iff there is a correct stack ~T on M with last model
N = M

~T
∞. By the properties above, we may in fact take T via Σ (hence normal),

and note that this T is uniquely determined by N (and Σ); we write TN = T .
A Σ-iterate is a dropping iterate iff bT drops, and otherwise is non-dropping.

Let N be a non-dropping Σ-iterate. Then a ΣN -iterate is similarly an iterate
of N via ΣN (equivalently, via ΓN ).12 If P is a non-dropping ΣN -iterate, let
iNP : N → P be the iteration map (via ΣN ). Given δ ≤ ORN , we say that N
is δ-sound iff, letting T = TN , we have N = HullN (δ ∪ rg(iT )); equivalently,
ν(ETα ) ≤ δ for all α+ 1 < lh(T ). a

Definition 3.7. Let IM denote the class of critical points of the linear iteration

of FM
#

which produces M . For N as above, let I N = iMN“IM . a

Definition 3.8 (Mswsw-like). A premouse N is Mswsw-like iff N is proper class
and satisfies a certain finite sub-theory T of the theory of M , including ψswsw+“I
have no active proper segment R such that R|crit(FR) � ψswsw”. We will not

10In order to define (Σ~T ,N )stk, one also needs that N is n-standard, where n = deg
~T
∞, but

this follows from the fact that M is 0-standard, by [14, ***Remark 2.2].
11The precise version of this fact might be simplified by the fact that M is below superstrong.
12We don’t need to iterate dropping iterates of M further.
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spell T out exactly, but the reader should add statements to it as needed to
make certain arguments work. For an Mswsw-like model N , write

δN0 = the least Woodin cardinal of N

κN0 = the least strong cardinal of N

κ+N
0 = (κN0 )+N

δN1 = the least Woodin cardinal of N above κN0
κN1 = the least strong cardinal of N above δN0
κ+N

1 = (κN1 )+N

(8)

If N = M , then we may suppress the superscript N , so δ0 = δM0 , etc. a

Fact 3.9. Let N be a non-dropping Σ-iterate of M and T = TN . Let δ =
δ(T ) = supα+1<lh(T ) ν(ETα ). Then δ ≤ κN1 < min(I N ) and I N is the unique

club class of indiscernibles I such that N = HullN1 (I ∪ δ), or alternatively such
that N = HullN1 (I ∪ κP1 ).

The following two lemmas are instances of branch condensation (see [7]) and
are simple variants of [8, Lemma 2.1]; we fill in a couple of key points which
were omitted from that proof, however.

Lemma 3.10 (Branch condensation A). Let U0 be a successor length tree on
M , via Σ, based on M |δM0 , with bU0 non-dropping. Let T ,U be on N = MU0

∞ ,
via ΣN , based on N |δN0 , with T of limit length and U successor with bU non-
dropping. Let G be V -generic. Let b, k ∈ V [G] where b is a non-dropping
T -cofinal branch and

k : MTb |δ
MTb
0 →MU∞|δ

MU∞
0

is elementary with k ◦ iTb ⊆ iU0∞. Then b = ΣN (T ).

Proof. Because Σ extends to V [G], with corresponding properties there (cf. Fact
3.4(Σ1)), we may assume G = ∅. Let c = ΣN (T ). Let Pb = MTb and Pc = MTc .

Suppose first δ(T ) < δPb0 . Then there is a Q-structure Q′ / Pb for δ(T ), and
because δ(T ) is a cardinal of Pb, M(T ) has no Woodin cardinals, so δ(T ) is a
strong cutpoint of Q′. Because we have k, Q′ is iterable.

If c is non-dropping and δ(T ) = δPc0 then we can compare Q′ versus Pc for a
contradiction. So in any case, Q = Q(T , c) exists. Since M(T ) has no Woodins,
δ(T ) is also a strong cutpoint of Q, so we can compare and get Q = Q′, so b = c.

Now suppose δ(T ) = δPb0 . Then we can argue as in the proof of [8, Lemma
2.1]; however, we fill in a seemingly key point: We extend k to

k+ : Pb →MU∞

with k+ ◦ iTb = iU0∞ as in [8]. Now Pb = Pc (this was not mentioned in [8]); for

Pb is iterable and is δPb0 -sound, and likewise for Pc, but both are models of “I
am Mswsw”, so comparison gives Pb = Pc. And because Pb = Pc and iTb , i

T
c fix

all sufficiently large indiscernibles, we can indeed conclude that iTb �X = iTc �X,
where

X = HullN (IN ) ∩ δN0 ,
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where IN is the class of N -indiscernibles. So by the Zipper Lemma, we get
b = c.

There is also a version at δ1. We won’t directly use this, but will use a
variant, which will use a similar proof:

Lemma 3.11 (Branch condensation B). Let U0 be successor length on M , via
Σ, based on M |δM1 , with bU0 non-dropping. Let T ,U be on N = MU0

∞ , via ΣN ,
based on N |δN1 , with T of limit length and above κ+N

0 , U successor length with
bU non-dropping. Let G be V -generic. Let b, k ∈ V [G] where b is a non-dropping
T -cofinal branch and

k : MTb |δ
MTb
1 →MU∞|δ

MU∞
1

is elementary with k ◦ iTb = iU0∞. Then b = ΣN (T ).

Proof. Again we may assume b, k ∈ V . Let α ∈ bU0 be least with either α+ 1 =
lh(U0) or κ0(MU0

α ) < crit(iU0
α∞). Let N̄ = MU0

α . So κN0 = κN̄0 and N̄ is κN0 -sound
and π : N̄ → N where π = iU0

α∞ and crit(π) > κN0 . Let Pb = MTb , c = ΣN (T )

and Pc = MTc . If δ(T ) < δPb1 then let Qb / Pb be the Q-structure for δ(T ); this
exists because δN1 is the least Woodin of N above κN0 , and T is above κ+N

0 .
Otherwise let Qb = Pb. This time, Qb can have extenders E overlapping δ(T ),
but only with crit(E) = κN0 . Let Qc E Pc be likewise.

Define phalanxes P̄ = ((N̄ , κN0 ), Qb, δ(T )) and Q̄ = ((N̄ , κN0 ), Qc, δ(T )). We
claim P̄, Q̄ are iterable.13 Given this, we can compare P̄, Q̄, and because N̄
is κN0 -sound and Qb, Qc are δ(T )-sound, we get Qb = Qc, so if b 6= c then
Pb = Qb = Qc = Pc and δPb1 = δ(T ), and we reach a contradiction like before.

Define phalanxes P = ((N,κN0 ), Pb, δ(T )) and Q = ((N,κN0 ), Pc, δ(T )). It
suffices to see P,Q are iterable, because then we can reduce trees on P̄ to trees
on P, using π : N̄ → N , and likewise Q̄ to Q.

But Q is iterable because c = Σ(T ). For P, we have k+ : Pb →MU∞ defined
as before (note that the same definition still works in case δ(T ) < δPb1 ). So Pb
is iterable. But iTb : N → Pb with crit(iTb ) > κN0 . So we can lift trees on P to
trees on Pb using the maps (iTb , id). So P is iterable.

4 The first Varsovian model V1

We begin by identifying a natural direct limit system, giving uniform grounds
for M = Mswsw, in the sense Definition 2.15 in §2, hence yielding a Varsovian
model, which we denote V1 (we will later define a second Varsovian model V2).
The direct limit system will be defined analogously to that of [8, §2]. The
main difference is in the increased large cardinal level. A smaller difference, one
of approach, is that we use normalization, which means that we can focus on
normal trees, instead of stacks.

13The notation indicates that we start iterating the phalanx with extenders of index > δ(T ),
and extenders with critical point κ0 apply to N̄ .
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4.1 The models for the system

Definition 4.1. Let T be a limit length normal tree on M , based on M |δM0 ,
via Σ.14 Let b = Σ(T ). We say that T is short iff either b drops or δ(T ) <

iT0b(δ
M
0 ) = δ

MTb
0 ; otherwise T is maximal. Let Σsh be the restriction of Σ to

short trees.
If P is a non-dropping Σ-iterate of M and T is limit length normal on P

and based on P |δP0 , we define short/maximal for T analogously, and ΣP,sh is
the restriction of ΣP to short trees. a

Definition 4.2. Let U consist of all iteration trees U ∈M |κ0 on M , such that
either U is trivial, or

(a) U is based on M |δ0, via Σsh (hence is ω-maximal),

(b) U is maximal,

and for some strong cutpoint η < κ0 of M , writing δ = δ(U) and R = M(U),

(c) lh(U) = η+M = δ,

(d) U is definable from parameters over M |δ,

(e) M |δ is R-generic for BRδ ,

(f) P =def PM (R) is proper class;15 16 hence P is a ground of M via BRδ ,
and in fact P [M |δ] =̂ M . We write here also PM (U) = P . a

The proof of [8, Lemma 2.2] or the first few claims in [19] give:

Lemma 4.3. Let U ∈ U, b = Σ(U) and P = PM (U). Then MUb = P , IM =
I P and iT0b�I

M = id.

We have U ⊆ M by definition, but because of the requirement that U ∈ U
be via Σsh (hence via Σ), it is not immediate that U ∈ M . But we show in
the next section that it is, and that U is rich, with the following properties:
The restriction of Σsh to M is known to M , and whenever P = PM (U) for
some U ∈ U, the restriction of ΣP,sh to M is known to M (and moreover, these
are preserved by iMP ). Pseudo-genericity iterations can be formed using these
strategies to produce trees in U. Any two such models P1, P2 can be pseudo-
compared with these strategies. Moreover, every maximal tree T ∈ M |κ0 via
Σsh is “absorbed” by some X ∈ U.

4.2 The short tree strategy Σsh for M

We now show that M is closed under Σsh and Σsh�M is a class of M , and that
the same also holds with M [g] replacing M , for any M -generic g (where g need
not be in V ); in fact when g = ∅ the class can be taken lightface.

14Recall Σ is the (0,OR)-strategy (that is, for ω-maximal, hence normal, trees) for M .
15Recall the notation PM from §1.1.
16Recall δ is Woodin in P , as witnessed by ER, and V Pδ is the universe of R.
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Let T be via Σ of limit length, and b = Σ(T ). Suppose we want to compute
b. Since Σ has strong hull condensation, it suffices to find a tree X via Σ and
T -cofinal branch b′ and a tree embedding Π : T ̂ b′ → X , for then b′ = b.

Suppose also T ∈ M [g] and is based on M |δ0. Working in M [g] we want
to (i) determine whether T is short, and (ii) if short, compute Σsh(T ). If it
happens that T incorporates, in an appropriate manner, a genericity iteration
for making EM generic, then we will be able to use P-constructions (combined
with ∗-translation, discussed below) to achieve both of these goals. In the
general case, we use the method of (genericity) inflation to reduce T to a tree X
which does incorporate such a genericity iteration (see [22, §5.2], which adapts
methods for tame mice from [12, §1]). We give here a sketch of the relevant
methods from [22], restricted to our context; but the reader should consult [22]
for details.

Suppose also that g is M -generic for some P ∈ VMθ , and T ∈ V
M [g]
θ . If

θ < κ0 let U = M ; otherwise let E ∈ EM be M -total with crit(E) = κ0 and
VMθ ⊆ U = Ult(M,E) (so θ < λ(E) = κU0 ). Let η be a strong cutpoint of U
with θ ≤ η < κU0 . Following [22], let X be the genericity inflation (explained
further below) of T for making U |δ(X ) generic for the δ(X )-generator extender
algebra, incorporating an initial linear iteration which moves the least measur-
able of M(X ) beyond η, and incorporating linear iterations past ∗-translations
of Q-structures.17 The ∗-translation is due to Steel, Neeman, Closson; see [1],
together with an amendment in [16]. The ∗-translations of Q-structures are
segments of U which compute the Q-structures which guide branch choices for
X .

Here is a sketch of the relevant material from [22]. We define X �(α+ 1) by
induction on α. Suppose we have X �(α+1) defined, but have not yet succeeded
in finding Σ(T ). We will have an ordinal ηα ≤ OR(MXα ) defined, and possibly
have an ordinal βα < lh(T ) and a lifting map

σα : MTβα ||lh(ETβα)→MXα ||ηα

defined. (At α = 0 we have β0 = 0 and η0 = lh(ET0 ) and σ0 = id.) We set

EXα = FM
X
α ||ηα , unless there is an extender G ∈ EMXα with lh(G) < ηα such

that either (i) G induces an extender algebra axiom which is not satisfied by
EU , and G satisfies some further conditions as explained in [22]18 or (ii) G is
a measure to be used for one of the linear iterations mentioned above.19 We
say EXα is either copied from T (when lh(EXα ) = ηα and (βα, σα) are defined)
or is inflationary (otherwise). The stages α for which (βα, σα) is not defined
correspond to a drop in model in X , below the image of the relevant extender
from T , and arise because of the nature of genericity iteration with Jensen
indexing. Let γ = predX (α+ 1). If EXα is copied then βα+1 = βα + 1 is defined,

17The technique of inserting linear iterations past Q-structures comes from [17], where there
are details of such a construction given.

18It suffices that νG is inaccessible in MXα |ηα, but one must also consider other extenders,
including partial ones, because of the nature of genericity iteration with Jensen indexing.

19The linear iterations need to be set up appropriately, to ensure that the process does not
last too long; similar details are dealt with in the comparison arguments in [17].
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and σα+1 is the restriction of a map given by the Shift Lemma applied to σα
and another map π (whose domain is M∗Tβα+1; we have not specified π here). If

EXα is inflationary then βα+1 is defined just in case βγ is defined and EXα is total
over MXγ ||ηγ , and in this case βα+1 = βγ and σα+1 = i∗Xα+1 ◦ σγ .

Now consider a limit stage λ. The first thing to do is either compute c =
Σ(X �λ) (if λ < (η+)U ), or declare X , T maximal (if λ = (η+)U ). Let δ =
δ(X �λ). If M(X �λ) is a Q-structure for itself then b is trivial, and arguing as in
[17] shows that in this case, λ < (η+)U (the argument is mostly standard, but
some variant details arise, which are discussed there). So suppose otherwise.
Then λ = δ and X �δ is definable from parameters over (U |δ)[g]. This is because
η < δ, T ∈ (U |η)[g], the process for determining ηα, E

X
α is locally definable,

and the ∗-translations of Q-structures used to compute the branches of X �λ
are all proper segments of U |δ, because of the linear iterations past these ∗-
translations. Moreover, U |δ is generic for the δ-generator extender algebra of
M(X �λ).

From now on, let us assume that g = ∅ for simplicity; since η is a strong cut-
point of U , the general case only involves shifting to U [g]. Let c = Σ(X �δ). Let
Q = Q(X �δ, c), considering X as a tree on M#. (Maybe X �δ is not short.) Then
Q could have extenders overlapping δ. But the ∗-translation Q∗ of (Q,X �δ) is
a premouse extending U |δ and having no overlaps of δ, and in fact, either (i)
δ < (η+)U and X �δ is short and Q∗ / U , or (ii) λ = (η+)U and X �λ is maximal
and Q∗ = U#. So U can see which of case (i) and (ii) we are in, and in case (i),
compute Q∗, Q, c (as Q∗ is the unique segment of U whose inverse ∗-translation
is well-defined and terminates with a Q-structure for M(X �λ), which is then Q).
Moreover, the branch c is determined by the ∗-translation Q∗ of a Q-structure,
as promised earlier.

Suppose λ < (η+)U . So we have computed c = Σ(X �λ) in U [g]. By [22], this
determines either (i) some βλ < lh(T ) (and possibly a σλ as before), in which
case we continue the process; or (ii) a T -cofinal branch b and a tree embedding

Π : T ̂ b ↪→ X ̂ c
with b mapped cofinally into c, and b is encoded into c, in such a manner that
U [g] can compute b,Π from (T ,X , c).

Now suppose that the process reaches X of length (η+)U . So X is maximal
and Q∗ = U#. Let c = Σ(X ) and b = Σ(T ). So iXc (δM0 ) = δ(X �λ) = (η+)U .
Again by [22], there is a tree embedding

Π : T ̂ b ↪→ X ̂ c
which maps b cofinally in c, and since T ,X are based on M |δM0 , then T is
maximal. Also in this case, considering T ,X as trees on M , instead of on M#,
we get that MXc = PU (X ) (the P-construction of U aboveM(X ), which is the
analogue of the inverse ∗-translation of U in this case), so if U = M (and still
g = ∅) then X ∈ U.

This completes the sketch. For further details the reader should refer to [22],
augmented by [1], [16] and [20].
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Definition 4.4. For a non-dropping Σ-iterate P of M , ΣP,sh (the short tree
strategy for P ) denotes the restriction of ΣP to short trees. Also, ΣP |δP0 denotes

the (0-maximal) strategy for P |δP0 induced by Σ (including maximal trees) and
ΣP |δP0 ,sh denotes its restriction to short trees. a

Note that by Fact 3.4(Σ5), the notations ΣP |δP0 and ΣP |δP0 ,sh are unambigu-

ous; that is, if P 6= Q are both non-dropping Σ-iterates of M with P |δP0 = Q|δQ0 ,
then ΣP agrees with ΣQ in terms of their action on trees based on P |δP0 . Of
course ΣP,sh is equivalent to ΣP |δP0 ,sh, except that the two strategies have differ-
ent base models. This is useful notationally below, where we can refer directly
to P |δP0 but maybe not to P .

We summarize the main results of this section in the following two lemmas:

Lemma 4.5. Let g be M -generic. Then:

1. M [g] is closed under Σsh.

2. EM , Σsh�M [g] and dom(Σsh�M [g]) are classes of M [g], definable over
M [g] (as a coarse structure) from the parameter M |(λ+ω)M where g ⊆
M |λ, uniformly in λ.

3. If g = ∅ then these are in fact lightface classes of the universe bMc of M .

4. Therefore U is lightface M -definable, as is
〈
PM (U)

〉
U∈U (recall PN (U) =

N if U is the trivial tree on N),

5. For each non-dropping Σ-iterate P of M with P̄ = P |δP0 ∈M , M is closed
under ΣP̄ ,sh, and ΣP̄ ,sh�M is definable over M from P̄ , uniformly in P̄ .
Therefore the function

S : P̄ 7→ ΣP̄ ,sh�M,

with domain the class of all such P̄ ∈M , is lightface M -definable.

6. The corresponding facts hold after replacing M by N and Σsh by ΣN,sh
and U by UN , for any non-dropping Σ-iterate N of M . Moreover,

iMN (ΣM,sh�M) = ΣN,sh�N,

and with S from part 5, iMN (S) has the corresponding domain in N , and
iMN (S)(P̄ ) = ΣP̄ ,sh�N for each P̄ ∈ dom(iMN (S)).

Proof. By the previous discussion, M [g] is closed under Σsh. Moreover,

Σsh�M [g] and dom(Σsh�M [g])

are definable over M [g] from the predicate EM . But the universe bMc of M is
definable over M [g] from M |(λ+ω)M by Woodin-Laver [6], [28]. By [20], EM is
definable over bMc from M�ωM1 , but the latter is (ω, ω1 + 1)-iterable in bMc
(via Σsh), and is therefore definable without parameters there (which is relevant
to the case that g = ∅). Part 5 is a straightforward adaptation; in fact, note
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that trees via ΣP̄ ,sh normalize to trees via Σsh. Part 6 is also straightforward,
using the uniformity of the process.20

Lemma 4.6. Let g be M -generic for P and T ∈M [g] be a limit length normal
tree on M which is based on M |δM0 and via Σ. If T ∈ M |κ0 let U = M , and
otherwise let E ∈ EM be M -total with crit(E) = κ0 and

P ∈ VMθ ⊆ U = Ult(M,E)

and T ∈ VM [g]
θ . Let b = Σ(T ). Let η be a strong cutpoint of U with θ ≤ η < κU0 .

Then there is X = XT ,η ∈ U [g] ⊆M [g] such that:

(1) X is a limit length tree on U (but is equivalent to one on M), based on
M |δM0 , via ΣU (hence ω-maximal); let c = Σ(X ) and δ = δ(X ),

(2) δ ≤ (η+)U ,

(3) U |δ is M(X )-generic for BM(X )
δ ,

(4) If T is maximal then X is maximal, δ
MXc
0 = δ = (η+)U and MXc = PU (X ).

(5) Suppose T is short. Then X is short and η < δ(X ) < (η+)U , and there
is R / U |(η+)U which computes the Q-structure Q(X , c) via inverse ∗-
translation above M(X ).

(6) There is a tree embedding Π : T ̂ b ↪→ X ̂ c, and b,Π can be computed
locally from (T ,X , c) (hence if T ,X are short then b ∈ U [g]).

(7) If T ∈M |κ0 (so U = M) and T is maximal then X ∈ U.

Definition 4.7. We may also express the situation of the preceding lemma by
saying that T ̂ b is absorbed by X ̂ c, or T is absorbed by X . a

4.3 The first direct limit system

4.3.1 The external direct limit system Dext

We now define a system of uniform grounds for M . In the notation of §2, we
use index set

d = {M |δ0} ∪ {M(U)
∣∣ U ∈ U is non-trivial}.

For p ∈ d, the associated model is Pp = PM (p). Of course d and U are
essentially equivalent. By Lemma 4.5, (d, 〈Pp〉p∈d) is lightface M -definable.

Write F = {Pp | p ∈ d}.
20However, working inside N , if T on N |δN0 is maximal and we minimally inflate T to

produce X , and build the proper class model PN (M(X )) by P-construction, and c = ΣN (X ),
then it need not be that MXc = PN (M(X )). But in this case, MXc and PN (M(X )) will still
compare to a common model above δ(X ). Related issues will be discussed further in §4.11.
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We now define the partial order � on d, and maps πpq. Let T ,U ∈ U and
P = PM (T ) and Q = PM (U). Set

M(T ) �M(U)⇐⇒ Q is a ΣP -iterate of P.

We also define the order � on F by P � Q iff M(T ) �M(U). The associated
embedding πM(T )M(U) is just the iteration map iPQ. We remark that if P 6= Q
then the tree witnessing that P � Q is of the form V ̂ΣP (V), with V via ΣP,sh
and V ∈M , but ΣP (V) /∈M .21 We write TPQ for V ̂ ΣP (V), and TPQ,sh = V.
While iPQ is not amenable to M (if non-identity), we do have:

Lemma 4.8. � is a directed partial order, is lightface M -definable, and the
associated embeddings commute: if P � Q � R then iQR ◦ iPQ = iPR.

Proof Sketch. For the definability, note that P � Q iff the pseudo-comparison
of P,Q, using ΣP,sh to iterate P ,22 yields a limit length tree T on P with

M(T ) = Q|δQ0 (so Q does not move in the pseudo-comparison).
The fact that � is a partial order, and the commutativity, follows from the

properties of Σstk in Fact 3.4.
For directedness, given P,Q ∈ F , witnessed by trees T ,U ∈ U, form a si-

multaneous pseudo-comparison and EM -genericity iteration of P,Q in M , using
ΣP,sh,ΣQ,sh, producing trees V,W respectively, and R ∈ F with P,Q � R;
note that if we normalize the stack (T ,V), or the stack (U ,W), we get the same
normal tree X ∈ U; here R = PM (X ).

Now define Dext = (P,Q, iPQ : P � Q ∈ F ). By the lemma, Dext is a direct
limit system with properties (ug1), (ug2), (ug3), (ug4), (ug5). Note that (ug18)
holds, with p0 = M |δ0. Define the direct limit model and maps

(Mext
∞ , (iP∞ : P ∈ F )) = dirlim Dext. (9)

Notice that even though F is a definable collection of classes in M , this system
is not “in” M , as the maps iNP (when non-identity) are not amenable to M .
As usual, Mext

∞ is wellfounded, giving (ug6).

Definition 4.9. For P ∈ F , let τP be the canonical class BP
δP0

-name for M ;

that is, τP is the name for the class “premouse” N such that N |δP0 is given
by the extender algebra generic, and EN �[δP0 ,∞) is given by extending EP via
the usual extension to small generic extensions (equivalently, EN �[δP0 ,∞) agrees
with EP �[δP0 ,∞) on the ordinals). (Of course, for some generics, this might not
actually yield a premouse, but with g the generic for adding M |δP0 , we have
(τP )g = M .) Note that iMP (τM ) = τP . a

Lemma 4.10. (ug19) holds: for each P ∈ F , cP = d∩dP is dense in (FP ,�P )
and dense in (F ,�), and �P �cP = ��cP .

21M cannot have an elementary embedding P → Q, because P,Q are both grounds of M
and by [5]. Therefore ΣP (V) /∈ M . V is determined by P,Q,ΣP,sh (in fact, just by P,Q,
because all the relevant Q-structures are segments of Q), so V ∈M .

22Or just reading Q-structures from segments of Q to compute branches.
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Proof. Let P ∈ F . The fact that �P �cP = ��cP is by Lemma 4.5 part 6. So
let Q ∈ FP and R ∈ F . We must find some S ∈ FP ∩F with Q,R � S. Let σ
be some BP

δP0
-name such that σg = R. Let η be a strong cutpoint of P such that

δP0 < η and Q|δQ0 , σ ∈ P |η. Let p1 ∈ BP
δP0

be the Boolean value of the statement

“τP is an Mswsw-like premouse and σ ∈ F τP ”. Then working in P , we can form
a tree T on P by Boolean-valued comparison of P,Q and all interpretations of σ
below p1, with EP -genericity and Boolean-valued τP -genericity iteration folded
in, and using the short tree strategies to iterate. (The Boolean-valued genericity
iteration means that we use extenders E under the usual circumstances as for
genericity iteration, and given that there is some BP

δP0
condition forcing that E

induces an axiom false for τP .) For each limit λ ≤ (η+)P , if M(T �λ) is not a
Q-structure for itself then δ(T �λ) = λ and T �λ is definable from parameters
over P |λ, because (i) the segments of τP are determined level-by-level by EP
above δP0 , and (ii) for all limits ξ < λ, the Q-structures guiding branch choice
at stage ξ do not overlap δ(T �ξ), and (iii) the Q-structures Qξ of all trees
at stage ξ are identical, and hence Qξ / M(T �λ); this means that we can use
P-construction to compute Q-structures, and obtain an iterate in F ∩ FP .
(For (ii), suppose ξ is least such that a Q-structure overlaps δ(T �ξ). Then
there are fatal drops passed before stage ξ. This has to originally arise from a
disagreement between the extender sequences of some projecting structures, as
opposed to extenders used for genericity iteration purposes (as the latter are only
used when they are sufficiently total; cf. the process in [22]). But then we can
find some mutual generics witnessing this disagreement, and because the short
tree strategies extend to generic extensions (because τP is forced Mswsw-like),
and given the fatal drop, these strategies suffice to complete the comparison
between the conflicting projecting structures in the generic extension, which
leads to the usual contradiction. Because Qξ does not overlap δ(T �ξ), note that

no extenders in EQξ+ of length > δ(T �ξ) will be used for genericity iteration
purposes.)

4.3.2 The internal direct limit system D

Definition 4.11. Work in M . Given P ∈ F and s ∈ [OR]<ω\{∅}, say P is
weakly s-iterable iff for all Q ∈ F with P � Q, letting T = TPQ,sh, there is
λ ∈ OR such that Coll(ω, λ) forces the existence of a T -cofinal branch b such
that

iTb (s) = s and iTb (P |max(s)) = Q|max(s) (10)

(in particular, s is in the wellfounded part of MTb ). We say that P is s-iterable
iff every Q ∈ F with P � Q is weakly s-iterable.

Given an s-iterable P , define

γPs = sup(HullP |max(s)(s−) ∩ δP0 ),

HP
s = HullP |max(s)(γPs ∪ s−).
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(Note that the hulls here are uncollapsed. Recall that P |max(s) = (P ||max(s))pv

is passive by definition.) Given also a t-iterable Q with s ⊆ t and P � Q, define

πPs,Qt : HP
s → HQ

t

as the common restriction of iteration maps iTb for b witnessing the weak s-
iterability requirement (10). 23 (Those restrictions agree pairwise by the Zipper
Lemma.) Say that P is strongly s-iterable iff P is s-iterable and whenever
Q,R ∈ F and P � Q � R (hence P � R), then

πPs,Rs = πQs,Rs ◦ πPs,Qs.

Let F+ = {(P, s)
∣∣ P ∈ F and P is strongly s-iterable}, and similarly let

d+ = {(P |δP0 , s)
∣∣ (P, s) ∈ F+}. The order � on d+ is now determined by

(ug8): for (P̄ , s), (Q̄, t) ∈ d+, we have (P̄ , s) � (Q̄, t) iff P̄ � Q̄ and s ⊆ t.
Define the order � on F+ in the same manner. Clearly

(P, s) � (Q, t) � (R, u) =⇒ πPs,Ru = πQt,Ru ◦ πPs,Qt.

Define the system D = (HP
s , H

Q
t , πPs,Qt : (P, s) � (Q, t) ∈ F+).

Given P ∈ F and s ∈ [OR]<ω, recall that s is P -stable iff πPQ(s) = s for
every Q ∈ F with P � Q. a

Remark 4.12. Even though it is superfluous, we note that s-iterability actu-
ally implies strong s-iterability. This follows from calculations in [14]. For let
T = TPQ,sh, U = UQR,sh and X = XPR,sh. Say that a T -cofinal branch is T -
good iff MTb is δ(T ) + 1-wellfounded and iTb (δP0 ) = δ(T ); likewise for the other
trees. Then the X -good branches d correspond exactly to pairs (b, c) such that
b is T -good and c is U-good; and moreover, the corresponding iteration maps
�δP0 then commute (see [14, ***Theorem 10.8]). Let b be T -good and witness
weak s-iterability. Let T ′ be the 0-maximal tree on P |max(s) given by T . So
MT

′

b = Ult0(P |max(s), ETb ), where ETb is the branch extender. By a conden-

sation argument due to J. Steel, MT
′

b E MTb , and since iTb (max(s)) = max(s),

clearly OR(MT
′

b ) = max(s), so MT
′

b = Q|max(s), and similarly iT
′

b (s−) = s−.
Likewise for c being U-good and witnessing weak s-iterability, and 0-maximal
tree U ′ on Q|max(s). Let d = db,c be the corresponding branch, and X ′ the

0-maximal tree on P |max(s). Then we get MX
′

d = MU
′

c = R|max(s), and

iX
′

d (s−) = iU
′

c (iT
′

b (s−)) = s−, and commutativity in general. But note that
these embeddings agree with the covering direct limit maps (consider the natu-
ral factor map MT

′

b →MTb |max(s)), and therefore we get strong s-iterability.

The following is proved by the usual arguments (recall that since Mext
∞ is

wellfounded, for all s ∈ [OR]<ω, there is P ∈ F such that s is P -stable):

Lemma 4.13. We have:

23Notice that πPs,Qt does not depend on t, because πPs,Qt and πPs,Qs have the same
graph. In [8], the notation for the analogous map, πsPQ, does not mention t.
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(a) if P ∈ F and s ∈ [OR]<ω\{∅} and s is P -stable, then (P, s) ∈ F+ and
(P, s) is true (see Definition 2.1).

(b) (F+,�) is directed – for (P, s), (Q, t) ∈ F+ there is (R, u) ∈ F+ with
(P, s) � (R, u) and (Q, t) � (R, u) (note u = s ∪ t suffices).

(c) Therefore properties (ug7), (ug8), (ug9), (ug10), (ug16) hold.

The following properties follow directly from the definitions; note that strong
s-iterability is used for (ug15):

Lemma 4.14. D is lightfaceM -definable, and properties (ug11), (ug12), (ug13),
(ug14), (ug15) hold.

For the following, recall I P from Definition 3.7:

Lemma 4.15. For each P ∈ F , {α} is P -stable for every α ∈ IM = I P .
Therefore property (ug17) holds, as witnessed by some s ∈ [IM ]<ω.

Proof. The proof is standard, but we give a reminder. By Fact 3.9, P =
HullP (I P ∪ δP0 ). By Lemma 4.3, πMP �IM = id, so I P = IM , and we
have {α}-stability for each α ∈ IM . Now let x ∈ P . By these facts, we can

fix s ∈ [IM ]<ω such that x ∈ HullP |max(s)(δ ∪ {s−}). But we can also arrange
that γPs is as large below δP0 as desired. It follows we can get x ∈ HP

s , and by
Lemma 4.13, this works.

We now have enough properties from §2 to define (working in M) the direct
limit

(M∞, πPs,∞ : (P, s) ∈ F+) = dirlim D , (11)

and the ∗-map, and Lemmas 2.3 and 2.5 hold, so in particular, χ :M∞ →Mext
∞

is the identity and M∞ =Mext
∞ . Property (ug20) is straightforward (the main

point is that if P ∈ F and Q̄ ∈ dP ∩ d then PP
Q̄

= PP (Q̄) = PM (Q̄), because

EP ,EM agree above δP0 ). For property (ug21), given s, note that any P ∈ F
such that s is P -stable works.

So far we have verified (ug1)–(ug21). For the remaining properties we use
δ = δM0 and B = BMδ0 (the δ0-generator extender algebra of M at δ0). This

immediately secures (ug22). Recall we defined τP in Definition 4.9, and δ∞ =
iM∞(δ0) = δM∞0 .

Lemma 4.16. We have:

1. For each M -stable α ∈ OR and each P ∈ F , letting τP �α = iMP (τM �α)
and g be the P -generic filter for BP

δP0
given by M |δP0 , then (τP �α)g = M |α.

Moreover, M =̂ P [g] =̂ P [M |δP0 ].

2. Property (ug24) holds.

3. κM0 is the least measurable cardinal of M∞.

4. κ+M
0 = δ∞.

28



Proof. Part 1 is already clear, and part 2 is an easy consequence. Part 3 is also
clear. Part 4 is by the proof of [8, Lemma 2.7(b)].24

Lemma 4.17. Let E ∈ EM beM -total with crit(E) = κ0 and letN = iE(M∞).
We have:

1. IM∞ = IM , and so iMM∞�I
M = id = ∗�IM .

2. N is a δN0 -sound ΣM∞-iterate of M∞.

3. IN = I Ult(M,E).

4. iME �M∞ :M∞ → N is the ΣM∞-iteration map.

Proof. We delay the proof until Lemma 4.57, which is more general.25

Lemma 4.18. The following are true.

(a) The restriction of ΣM∞ to trees in M and based on M∞|δ∞, is lightface
definable over M .

(b) Let λ ∈ OR and g be in some generic extension of V , and be P-generic
over M for some P ∈ M |λ. Let Σ′M∞ be the restriction of ΣM∞ to trees
in M [g] and based on M∞|δ∞. Then Σ′M∞ is definable over the universe

of M [g] from the parameter x = M |(λ+ω)M , uniformly in λ.26

Proof. The short tree strategy for M∞ is computed just like for M , and the
definability is like in 4.5. The computation of branches at maximal stages is
just like [8, Lemma 2.9(a),(b)], supplemented by Lemmas 3.10 and 4.17, and for
the definability, use the definability of EM from x in M [g] (see 4.5). Here is a
sketch for g = ∅. Let E ∈ EM be M -total, with crit(E) = κ0 and T ∈M |λ(E) a
maximal tree on M∞|δ∞. Let U = Ult(M,E). By Lemma 4.17, N = iE(M∞)
is a δN0 -sound iterate of M∞ and iME �M∞ :M∞ → N is the correct iteration
map. Now let P = M(T ). Then U �“P is a maximal Σsh-iterate of M |δM0 ”, and
therefore U �“N|δN0 is a maximal ΣP,sh-iterate of P”, considering statements
satisfied by M regarding such iterates. But U is correct about this. Let S be
the tree on P leading to N|δN0 . Working in a generic extension of M , find a
T -cofinal branch b and S-cofinal branch c such that iME �(M∞|δ∞) = iSc ◦ iTb ,
and then verify that b = ΣM∞(T ), using Lemma 3.10.27

24Actually, an easy cardinality calculation shows that δ∞ ≤ κ+M0 , and we will show directly
later that δ∞ is Woodin in V1 and V1 is a ground of M via a forcing which has the δ∞-cc
in V , and hence δ∞ is regular in M , so δ∞ = κ+M0 , without using the proof of [8, Lemma
2.7(b)].

25It is fine to read 4.53–4.57 at this point, which covers what is needed.
26If g /∈ V , we are extending Σ and Σstk canonically to V [g] as in Fact 3.4(Σ1).
27There is an alternate proof which uses properties of normalization and is more direct.

Let W ̂ d be the tree leading from M∞ to N (with final branch d). We have W, d ∈ M by
Lemma 4.17. But W (of limit length) is the normalization of the stack (T ,S) (the trees in
the first given proof). Letting b, c be the correct branches through T ,S ∈ M , d determines
(together with T ,S,W) the pair (b, c) uniquely via normalization.
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Remark 4.19. The strategy ΣM∞ also has minimal hull condensation, so we
get the canonical stacks strategy (ΣM∞)stk induced by ΣM∞ , which agrees
with the tail strategy ΓM∞ = (Σstk)M∞ , by Fact 3.4. It is easily definable from
ΣM∞ , and for stacks based on M∞|δ∞, we only need the normal strategy for
trees based there. So M [g] can also compute the restriction of (ΣM∞)stk = ΓM∞
to stacks based on M∞|δ∞, which are in M [g].

Note that we have now verified all of the requirements for uniform grounds,
excluding (ug23). This will be established later in Lemma 4.30.

4.4 The first Varsovian model as M∞[∗]
In §2 we defined the elementary maps π∞ : M∞ → MM∞∞ and π+

∞ : V →
VM∞ . We now want to show that MM∞∞ is an iterate of M∞ and π∞ is a
correct iteration map. We also want to generalize this to other iterates of M ,
but in general one must be a little careful.

Definition 4.20. Given an Mswsw-like premouse N , let DN andMN
∞ be defined

over N just as how D , M∞ are defined over M . If N is a correct iterate of
Mswsw, also define (Mext

∞ )N (the external direct limit) relative to N , as for M :
given a maximal tree T ∈ UN (considered as a tree on N), let b = ΣN (T )
and MT = MTb , and let (Mext

∞ )N be the direct limit of these models MT
under the iteration maps (by Lemma 4.5, and in particular its part 6, these
trees T are indeed according to ΣN ).28 If in fact MT = PN

M(T ) (the model

indexed by M(T ) in the covering system DN ) for each such T , then define
χN :MN

∞ → (Mext
∞ )N as in §2. a

Lemma 4.21. Let N be a δN0 -sound, non-dropping correct iterate of M . Then
MT = PN (M(T )) for each T ∈ UN , MN

∞ = (Mext
∞ )N and χN = id, and MN

∞

is a δ
MN
∞

0 -sound, non-dropping correct iterate of both M and N .

Proof. The proof is just like for M , using the δN0 -soundness of N (and resulting

δ
MN
∞

0 -soundness of MN
∞) as a substitute for the fact that M = HullM1 (IM ), to

see that the models of DN really are iterates of N .

We will see later, however, that if N is a Σ-iterate of M which is κN0 -sound
but non-δN0 -sound, then (Mext

∞ )N 6=MN
∞, so we need a little more care in this

case.
By the lemma, MM∞∞ = (Mext

∞ )M∞ is an iterate of M∞. Now recall that
π∞ :M∞ →MM∞∞ is the union of all πpt,∞(πps,∞) for embedding-good tuples
(p, s, t), and that π∞(x) = x∗, and if ρ ∈ OR then

π∞(ρ) = ρ∗ = min({πN∞(ρ) : N ∈ F}) = πPs,∞(ρ), (12)

where (P, s) ∈ F+ is any pair with ρ ∈ s and ρ < max(s). As usual we have:

28These models can in general be distinct from the models PN
M(T )

computed by N via

P-construction, which is why the care mentioned above is needed.
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Lemma 4.22. π∞ :M∞ →MM∞∞ is the iteration map according to ΣM∞ .

Similarly, let N be as in Lemma 4.21 (soMN
∞ a δ

MN
∞

0 -sound correct iterate,

and likewise MM
N
∞∞ ). Let πN∞ = iMN (π∞). Then πN∞ is the iteration map

MN
∞ →M

MN
∞∞ according to ΣMN

∞
.

Write N =M∞. As in [8], since the tree from N toMN
∞ is based on N |δN0 ,

π∞ : N → MN
∞ is determined by π = π∞�(N |δN0 ) (as π∞ is the ultrapower

map by the extender derived from π), which is in turn determined by the pair

(π∞�δN0 ,MN
∞|δ

MN
∞

0 ). Since MN
∞|δ

MN
∞

0 ∈ N , it follows that

L[M∞, ∗] = L[M∞, π∞] = L[M∞, π∞�δ∞].

Moreover, π∞ is definable over this universe from the predicate N =M∞ (given
N , we can recoverMN

∞ and the maximal tree T leading from N toMN
∞, but in

L[N, π∞], there is a unique T -cofinal branch b with MTb =MN
∞; but iTb = π∞).

Definition 4.23. The first Varsovian model of M (cf. (4)) is the structure

M∞[∗] = (L[M∞, ∗],M∞, ∗); (13)

that is, M∞[∗] has universe L[M∞, ∗] and predicates M∞ and ∗. a

(By the preceding comments, it would suffice to just have the predicate
M∞, but we include ∗ for convenience.) Later we will introduce a second
presentation V1 of M∞[∗], constructed from a different predicate (but giving
the same universe). However, the two predicates will be inter-definable over
that universe.

Before we introduce that presentation, we first develop some properties of
M∞[∗] using the presentation above. We may at times blur the distinction
between the universe L[M∞, ∗] and the structure M∞[∗], but for definability
issues over M∞[∗], we can by default use (M∞, ∗) as a predicate.

4.5 HOD
M [G]
E

Up until this point, the paper has covered material which is mostly a direct adap-
tation from that of [8]. But in this section we begin to see some new features.

In [8] it is shown that the Varsovian model has universe that of HODMsw[g],
where g ⊆ Coll(ω,< κ) is Msw-generic, for κ the strong cardinal of Msw. In this
section we will establish an analogue of this fact.

Let G be (M,Coll(ω,< κ0))-generic. Note that if HODM [G] is the universe
of M∞[∗], then it would follow as in [8] that M∞[∗] is closed under maximal
branches according to ΣM∞ (those branches are in M by 4.18, and have length
of uncountable cofinality in M [G], and hence are unique there). Thus, such a
fact is at least useful in verifying that the first Varsovian model can iterate its
own least Woodin cardinal, which one would like to prove.

Also, in order to proceed to the next step of the mantle analysis, one might
want to consider iteration trees on M∞[∗], based on M∞[∗]|δM1 (we will show
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that δM1 is Woodin inM∞[∗]). But becauseM∞[∗] is built from the somewhat
cumbersome combination of M∞ and ∗, the nature of its large cardinals above
δM∞0 (and so far also below there, though that is resolved by standard methods)
is somewhat unclear, as is its fine structure.

Now if we are to expectM∞[∗] to be closed under ΣM∞ , a possible goal is to
find a presentation of it as a strategy mouse, built from extenders and strategy
for ΣM∞ , with a fine structural hierarchy; with this target in mind, we write V1

for the desired model of this form (whatever its eventual presentation might be).
The first two authors considered various candidates for such a presentation, with
one possibility being a construction by level-by-level correspondence between V1

and M , via a modified kind of P-construction. This P-construction would result
from restricting the extenders of M to segments of V1, starting above some point
θ not too far above κ0. (An early candidate was θ = (κ+3

0 )M , but the second
and third authors later reduced this to an optimal starting point, which we use.)
Of course standard P-constructions build a ground of the outer model, and this
feature was expected, via a Bukowsky-style forcing as in [8]. Here we use the
forcing L from §2, which was eventually isolated by the second author. But
note that a new feature in this P-construction would be that some extenders
(those extenders E with crit(E) = κ0) overlap the forcing L. This would cause
a problem with a standard P-construction (where the base forcing is produced
by genericity iteration). But such extenders E yield strategy information, via
the process in the proof of 4.18 (whereas those with crit(E) > κ0 would be as
usual). So it appears that one might construct V1 with such a P-construction,
with extenders E having crit(E) = κ0 corresponding to strategy information,
to be added fine structurally to the relevant segment of V1. This could then
lead to a model closed under ΣM∞ for trees based on δ∞, as is desired. The
model V1 should also inherit iterability for itself, from the iterability of M , in a
manner similar to standard P-constructions.

A first basic question is whether the model V1 constructed as above will end
up ⊆ M∞[∗]. We now make the key observation which shows that it does. A
useful first step is to restrict one’s attention to the action of the extenders on
the ordinals; this will be enough for the P-construction. For the purpose of the
next lemma, let us write

FM>κ0
= {(ν, α, β) ∈ OR3

∣∣ ν > κM0 , EMν 6= ∅, and EMν (α) = β}, (14)

where, since we are using Jensen indexing, the M -extender EMν in (14) is an
elementary embedding j : M |µ+M |ν →M |ν where µ = crit(EMν ), so (FM>κ0

)ν =

j�µ+M |ν .
In the following lemma, recall that for definability overM∞[∗], we by default

have the predicate (M∞, ∗) available for free:

Lemma 4.24. FM>κ0
is lightface definable over M∞[∗].

Proof. Let (ν, α, β) ∈ OR3 with ν > κ0. We claim that (ν, α, β) ∈ FM>κ0
iff

F 6= ∅ and F (α∗) = β∗ where F = FM∞||ν
∗
,
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which suffices. This equivalence holds as for every P ∈ F , we have FP ||ν�OR =
FM ||ν�OR, since ν > crit(FM ||ν) ≥ κ0 and P results from a P-construction of
M above some point below κ0.

One can now proceed directly with the P-construction, using (M∞|κ+M∞
0 , ∗�δM∞0 )

and FM>κ0
to define it. But we postpone this, and first establish some other char-

acterizations of the universe of M∞[∗].
The proof of the preceding lemma can be extended to show that M∞[∗]

has universe HOD
M [G]
E , for a certain collection E of premice in M [G], and G as

above. Thus, we use HODE here in place of the use of HOD in [8]. We describe
how this works next. What follows is slightly related to some methods from
[17]; also cf. 4.34.

Definition 4.25. Let L[E] be a premouse, and let µ be a strong cutpoint of L[E].
If g is Col(ω, µ)-generic over L[E], then every extender Eν from E with ν > µ
(and hence crit(Eν) > µ) lifts canonically to an extender Egν over (L[E]|ν)[g].
Let us write Eg = 〈Egν〉ν>µ. Then L[E][g] gets reorganized as a premouse over
(L[E]||µ, g) with extender sequence Eg; so L[E][g] =̂ L[Eg](L[E]||µ, g).

Let L[E0], L[E1] be proper class premice and µ ∈ OR. Write

E0 ∼µ E1

iff µ is a strong cutpoint in both L[E0] and L[E1] and there are g0, g1 with
gi being Col(ω, µ)-generic over L[Ei] and Lµ+ω[E0][g0] =̂ Lµ+ω[E1][g1] and
(E0)g0 = (E1)g1 . So “E0 ∼µ E1” expresses the fact that above µ, E0 and
E1 are intertranslatable: for every ν > µ, (E0)ν = (E1)g1

ν ∩ L[E0]|ν, and vice
versa. Write

E0 ∼<µ E1

iff there is some µ̄ < µ with E0 ∼µ̄ E1. Both ∼µ and ∼<µ are equivalence
relations.

Let L[E] be a proper class premouse, let µ be inaccessible in L[E], and let

H be Col(ω,< µ)-generic over L[E]. We denote by E
L[E][H]
E the collection of all

E′ such that E′|µ ∈ L[E][H] and L[E][H] �“E′ ∼<µ E”. a

Remark 4.26. Note that if E′ ∈ E
L[E][H]
E then

(i) There are µ̄ < µ and generics g, g′ ∈ L[E][H] witnessing that E′ ∼µ̄ E.

(ii) E′ is Σ1-definable inside L[E][H] from the set parameter E′|µ̄ and the class
parameter E, uniformly in E′, µ̄.

(iii) There isH ′ which is Col(ω,< µ)-generic over L[E′], with L[E′][H ′] =̂ L[E][H].

For any such H ′, we have E
L[E][H]
E = E

L[E′][H′]
E′ .

(iv) E
L[E][H]
E is definable over L[E][H] from E, µ, uniformly in E, µ,H.

(v) E
L[E][H]
E is definable over L[E][H] from E′, µ, for all E′ ∈ E

L[E][H]
E , uni-

formly in E, µ,H,E′.
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Fix now G ⊆ Col(ω,< κ0) which is M -generic. We write E = E L[EM ][G].
The following is now immediate.

Lemma 4.27. If N = L[E′] ∈ F , then there is G′ which is Col(ω,< κ0)-generic

over N such that N [G′] =̂ M [G], and for any such G′, we have E
L[E′][G′]
E′ = E .

Theorem 4.28. We have:

(i) M∞[∗] (including its predicates) is definable over M [G] from the param-
eter E , and

(ii) M∞[∗] has universe HOD
M [G]
E .

Remark 4.29. This leaves the question: is HODM [G] the universe of M∞[∗]?

Proof. We first verify (i). Write E = EM . Say that E′ is Mswsw-like iff L[E′] is
Mswsw-like. Fix an Mswsw-like E′ ∈ E . We claim that M∞ and ∗ are defined
over L[E′] in the same manner as over M , which suffices. For the systems FL[E′]

and FM have cofinally many points in common, which easily suffices. To see this
fact, use a Boolean-valued comparison argument as in the last part of the proof
of [8, Claim 2.11] (comparison with simultaneous genericity iteration, against

L[E′′] for various Mswsw-like E′′ ∈ E
L[E′][G′]
E′ ). Because “Mswsw-like” includes

short-tree iterability, etc, we can indeed form this iteration successfully.

Part (ii): By (i), M∞[∗] ⊆ HOD
M [G]
E . We now prove the converse. Let A

be a set of ordinals, ϕ a formula, α ∈ OR such that for every ξ ∈ OR,

ξ ∈ A⇐⇒M [G] � ϕ(ξ, α,E ).

So for every E′ ∈ E and G′ with L[E′][G′] =̂ M [G], and every ξ ∈ OR, we have

ξ ∈ A⇐⇒ L[E′][G′] � ϕ(ξ, α,E
L[E′][G′]
E′ )

(since E
L[E′][G′]
E′ = E , by Remark 4.26).

Given an Mswsw-like E′, write Ė L[E′] for the natural Coll(ω,< κ
L[E′]
0 )-name

for E
L[E′][G′]
E′ (for G′ the Coll(ω,< κ

L[E′]
0 )-generic filter; cf. the remarks on the

uniform definability of E
L[E′][G′]
E′ above).

Let ξ ∈ OR. Pick N = L[E′] ∈ F with ξ∗ = πNM∞(ξ) and α∗ = πNM∞(α),
and let G′ be as in Lemma 4.27 for N . Then

ξ ∈ A ⇐⇒ M [G] � ϕ(ξ, α,E )

⇐⇒ N [G′] � ϕ(ξ, α,E
N [G′]
E′ )

⇐⇒ 
NCol(ω,<κ0) ϕ(ξ̌, α̌, ĖN )

⇐⇒ 
M∞
Col(ω,<κM∞0 )

ϕ(ξ̌∗, α̌∗, ĖM∞).

Therefore A ∈M∞[∗].
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4.6 Uniform grounds

Recall that δ∞ = δM∞ is the least Woodin of M∞. The following lemma
completes the proof that the first direct limit system for M provides uniform
grounds (§2):

Lemma 4.30. We have:

(a) V
M∞[∗]
δ∞

= VM∞δ∞
.

(b) δ∞ is (the least) Woodin in M∞[∗].

(c) Property (ug23) of uniform grounds holds for V1, δ∞; that is, V1 �“δ∞
is regular and B∞ is δ∞-cc”. Moreover, V1 �“B∞ is a complete Boolean
algebra”.

Proof. (a): The usual considerations show that ∗ � η ∈ M∞ for every η < δ∞.
Combined with the proof of Theorem 4.28, this suffices. (Cf. [8, Claim 2.12
(b)].)

(b): By the proof of [8, Theorem 2.19] or of [19, Claim 13].
(c): Property (ug23) holds because δ∞ is Woodin in M∞[∗] and B∞ is the

extender algebra. The “moreover” clause follows from this and (a).

So by Theorem 2.16, M∞[∗] is a ground for M , and in fact as in its proof,
there is some M -stable µ ∈ OR such that M |µ is (M∞[∗],L)-generic, where
L = L(µ∗), andM∞[∗][M |µ] =̂ M . We will actually refine this result in Lemma
4.38.

We can immediately deduce the following corollary, which however will be
extended in Lemma 4.46:

Corollary 4.31. For all maximal trees T ∈ M∞[∗] via ΣM∞ , based onM∞|δ∞,
we have b = ΣM∞(T ) ∈M∞[∗], and b is the unique T -cofinal branch inM∞[∗].

Proof. By Lemma 4.18, b ∈M . And by Lemma 4.16, δ∞ is regular in M and in
M [G], whenever G ⊆ Coll(ω,< κ0) is M -generic. Therefore M [G] contains no

other T -cofinal branch. SinceM∞[∗] is the universe of HOD
M [G]
E (with notation

as in Theorem 4.28), and T ∈ M∞[∗], it follows that b ∈M∞[∗] also.

4.7 The structure Q
Let U = EM∞ν be the least total measure on the M∞-sequence with critical
point κM∞0 . Fix a natural tree T ∈ Uult(M∞;U) with δ(T ) = κ+M∞

0 and which
makes M∞|κ+M∞

0 generic, after iterating the least measurable out to κM∞0 .
As T lives onM∞|δM∞0 , we may and shall construe T as a tree onM∞ rather
than on ult(M∞;U). If b = ΣM∞(T ), then

Pult(M∞;U)(M(T )) =MTb

and δ(T ) = πT0,b(δ
M∞
0 ). Also,

Pult(M∞;U)(M(T ))[M∞|θM∞0 ] = ult(M∞;U). (15)
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Let us write

ι = πT0,b � δ
M∞
0 . (16)

By Corollary 4.31, ι ∈M∞[∗]. Hence

Q = (M∞|κ+M∞
0 ; ι) (17)

is an amenable structure and is an element of M∞[∗].
Lemma 4.32 (Soundness of Q). Q = HullQ(ι).

Proof. Let
σ : Q̄ = (M̄ ; ῑ) ∼= X = HullQ(ι) ≺ Q.

As ι = {(ξ, η) : ξ < δM∞0 ∧ η = ι(ξ)}, δM∞0 ⊂ X, so that σ � δM∞0 = id and
M∞|δM∞0 / M̄ . Let T̄ be defined over M̄ as T was defined over M∞|θM∞0 .
The tree T̄ is on M̄ which lives on M∞|δM∞0 , but we may and shall construe
T̄ as a tree on M∞, and as such T̄ is according to ΣM∞ .

Let b̄ = ΣM∞(T̄ ). By branch condensation Lemma 3.10, b̄ is the pullback of
b via σ. We will have that ῑ = πT̄

0,b̄
� δM∞0 and there is a canonical elementary

embedding
σ̂ : MT̄b̄ →M

T
b

defined by
σ̂(πT̄0,b̄(f)(a)) = πT0,b(f)(σ(a)),

where f ∈ M∞ and a ∈ [OR ∩ M̄ ]<ω. We will have that M(T̄ ) = dom(σ) ∩
dom(σ̂) and σ and σ̂ agree on this common part of their domains.

If E
M(T̄ )
ν is a total extender from the M(T̄ )-sequence, then by the elemen-

tarity of σ, M̄ satisfies all the axioms of the extender algebra ofM(T̄ ) given by

E
M(T̄ )
ν , as M∞|θM∞0 satisfies all the axioms of the extender algebra of M(T )

given by EM∞σ(ν) . We may conclude that M̄ is generic over MT̄
b̄

. If ḡ is the

associated generic over MT̄
b̄

and g that over MTb , then σ̂“ḡ = σ“ḡ ⊂ g, and
hence we may lift σ̂ to an elementary embedding

σ̂∗ : MT̄b̄ [M̄ ]→MTb [M∞|κ+M∞
0 ] = ult(M∞;U),

defined by σ̂∗(τ ḡ) = (σ̂(τ))g.
But notice that δM∞0 ∪ {crit(U)} ⊂ ran(σ̂∗), so that by the δM∞0 -soundness

of M∞ and by the choice of U as a measure, σ̂∗ must be the identity, and
therefore so is σ.

Corollary 4.33.

(a) κ+M∞
0 has size δV1

0 inside M∞[∗].

(b) κ++M∞
0 = κ++M

0 .

Proof. (a) follows from Lemma 4.32 together with (17). (b) is then immediate
by κ++M

0 ∈ CardM∞ .

This corollary should be compared with Lemma 4.41, to come.
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4.8 The κ0-mantle of M

We now give another characterization of the universe of M∞[∗], though no
results outside of this subsection actually depend on it.

The following definitions are essentially taken from [26], though the notation
and terminology is different. If W is an inner model and λ is a cardinal of W ,
then W̄ ⊂ W is a λ ground of W iff W̄ is an inner model of W and there is
some poset P ∈ W̄ which has size λ in W̄ and some g which is P-generic over
W̄ such that W = W̄ [g]. W̄ is called a < λ ground of W iff there is some λ̄ < λ
such that W̄ is a λ̄ ground of W . The < λ mantle of W is the intersection of
all < λ grounds of W . We write MW

<λ for the < λ-mantle of W .
The main result of this subsection is thatM∞[∗] has universe MM

<κ0
; see 4.36.

The following fact and its proof are similar to parts of [20, ***Lemmas 5.11 and
5.16] and [17, ***Lemma 5.2]; in particular, we make use of the condensation
stacks from [20].

Let µ < κ0 be a cardinal strong cutpoint of M , and η = µ+M . Let g be

Coll(ω, µ)-generic over M . Let P
M [g]
M denote the set of all N ∈M [g] such that:

– N is a premouse of ordinal height η,

– N has a largest cardinal λ < η, and λ is a strong cutpoint of N ,

– M [g] �“N is fully iterable above λ”

– there is a proper class premouseN ′ withN/N ′ andM [g] �“EN ′ ∼<η EM”.

Note that because of the restriction on EN ′ above η, we don’t actually need to

quantify over proper classes here, and clearly P
M [g]
M is definable over M [g] from

the class M . We now refine this fact:

Lemma 4.34. Let g be Coll(ω, µ)-generic over M . Then (i) P
M [g]
M is definable

over M [g] from no parameters, uniformly in µ, g. Further, (ii) for all N,N ′ as

in the definition of P
M [g]
M , N ′ is definable over M [g] from the parameter N ,

uniformly in µ, g,N,N ′.

Proof. Note that η = ω
M [g]
1 and HCM [g] is the universe of (M |η)[g]. Now

working in M [g], let P ′ be the set of all premice N of height η such that for
some h,

– N has a largest cardinal, λ, which is a strong cutpoint of N ,

– N is fully iterable above λ,

– h is Coll(ω, λ)-generic over N and N [h] has universe HC,

– the condensation stack (N [h])+ above N [h] (relativized as a premouse over
(N |λ, h)) is well-defined, hence is proper class with universe V .29

29Recall we are working in M [g], so “V ” refers to M [g] here. Because we relativize over
(N |λ, h), N [h] plays the role that P |ωP1 plays in the unrelativized condensation stack for a
premouse P .
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For N ∈ P ′, we write λN for the largest cardinal of N , and with h as
above, we consider N [h] as an (N |λN , h)-premouse. Now P ′ 6= ∅, and in
fact M |η ∈ P ′, as witnessed by g. For by [20], the condensation stack above
(M |η)[g], as computed in M [g], is just M [g] (arranged as a premouse over
(M |µ, g)).

We will show that P
M [g]
M = P ′, which gives part (i). The first direction is

basically as in [17, Lemma 5.2 part 1]:

Claim 1. P
M [g]
M ⊆P ′.

Proof. Let N ∈P
M [g]
M , as witnessed by N ′. Everything is clear enough except

for the fact that, in M [g], the condensation stack N [h]+ is well-defined. But
N ′[h] has universe that of M [g], and there is α < η such that N ′[h] is iterable
above α (in V ), and we can take α here such that N |α projects to λN . By
this iterability, N ′[h], when considered as an (N |α, h)-premouse, therefore is
just the condensation stack above N [h]. But N ′[h]|η = N [h] is also iterable
in M [g] (above λN ; that is, as an (N |λN , h)-premouse). So N [h] satisfies all
standard condensation facts (as an (N |λN , h)-premouse). So we can argue as
in the proof of [17, Lemma 5.2 part 1] to see that N ′[h], when considered as an
(N |λN , h)-premouse, is also the condensation stack above N [h], as computed in
M [g], as desired.

Claim 2. Let N ∈ P ′, witnessed by h. Then there is α such that µ, λN <
α < η and M [g]||α and N [h]||α have the same universe, with largest cardinal

ω
M [g]||α
1 < α, and the two structures M [g]||α and N [h]||α are inter-definable

from parameters and project ≤ ωM [g]||α
1 .

Proof. We basically follow the proof of [20, Lemma 5.11***]. Let M ′ be M [g]
arranged as a premouse over (M |µ, g), and N ′ be the condensation stack over
N [h] as computed in M [g].

So M ′, N ′ both have universe M [g], and in particular, η = ωM
′

1 = ωN
′

1 and

(Hω2
)M
′

= (Hω2
)N
′
. We first find α′ < ω

M [g]
2 such that M ′||α′ and N ′||α′ have

the same universe and are inter-definable from parameters (and some more).
Define 〈Mn, Nn〉n<ω as follows. Let M0 = M ′||η and N0 = N ′||η. Now given
Mn, Nn, let Nn+1 be the least S / N ′ such that Nn / S / N

′ and Mn ∈ S and
ρSω = η. Define Mn+1 symmetrically.

Let M̃ = stackn<ωMn and Ñ = stackn<ωNn. Note that M̃, Ñ have the same

universe U , which has largest cardinal η, and therefore M̃ /M ′ and Ñ /N ′ (that
is, M ′||ORU and N ′||ORU are both passive, as η is a strong cutpoint of M ′, N ′).

Note that M̃ is definable from the parameter M0 over U ; in fact, M̃ is the Jensen
stack above M0 there; cf. [20]. It follows that M̃ is ΣU1 ({M0}). Likewise for

Ñ and N0. Using this, note that also 〈Mn, Nn〉n<ω is ΣU1 ({(M0, N0)}), and so

ρM̃1 = ρÑ1 = η.
Now as in [20], we can find η̄ < η and x ∈ U such that µ, λN < η̄ and the

hulls HullM̃1 (η̄ ∪ {x}) and HullÑ1 (η̄ ∪ {x}) have the same elements, and letting
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M̄, N̄ be the transitive collapses and π : M̄ → M̃ and σ : N̄ → Ñ the uncollapse
maps (so M̄, N̄ have the same universe Ū and π, σ the same graphs), and such
that M0, N0 ∈ rg(π) and crit(π) = η̄ and π(η̄) = η and M̄, N̄ are 1-sound with
ρM̄1 = η̄ = ρN̄1 , so M̄ / M ′ and N̄ / N ′. Note that the ΣU1 ({N0}) definition of

Ñ reflects down to a ΣŪ1 ({N̄0}) definition of N̄ , where π(N̄0) = N0. Likewise
vice versa. Therefore M̄, N̄ have the same universe and are inter-definable from

parameters. So letting α = ORM̄ = ORN̄ , we are done.

Claim 3. P ′ ⊆P
M [g]
M .

Proof. Let N,h, α be as in Claim 2. Then note that α is a strong cutpoint of
M and of N and of the condensation stack N [h]+ above N [h] (as an (N |λN , h)-
premouse, as computed in M [g]). So the iterability of M |η and N above α
(in M [g]) implies that (EMν )g = (ENν )h for each ν > α. Thus, the extender
sequences of M |η and N are intertranslatable (modulo a generic) above α. So
by a proof almost identical to [17, ***Lemma 5.2 part 1], N [h]+ and M [g] (as
an (M |µ, g)-premouse) have the same extender sequence above α. Now let N+

be the result of the P-construction of N [h]+ above N . Because η = ω
N [h]+

1 ,
this works fine structurally, giving a proper class premouse N+ extending N .
But since N [h]+ and M [g] agree above α, it follows that EN+ ∼<η EM . So
N ∈P.

This proves part (i). For (ii), working in M [g], given N ∈ P
M [g]
M = P ′,

we first define the condensation stack N [h]+ above N [h], and then the P-
construction N of N [h]+ above N , which gives the desired N ′.

Lemma 4.35. F is dense in the < κ0-grounds of M , so
⋂

F = MM
<κ0

.

Proof. Let µ < κ0 be a regular cardinal strong cutpoint of M , and let W be a
< µ-ground of M , via a generic filter k (so W [k] ∼= M). Let g be (M,Coll(ω, µ))-

generic and h be (W,Coll(ω, µ))-generic, with W [h] ∼= M [g]. Let W̃ be the
model produced by the P-construction of M over (Hµ+)W . By Lemma 4.34,

W̃ ⊆W and W̃ is definable from parameters over W . And W̃ is a ground of M ;
in fact W̃ [k] ∼= M , as M |(µ+)M is definable over (Hµ+)M = (Hµ+)W [k] from
the parameter M |µ, via the Jensen stack.30

Now working in W̃ , we can compute some N ∈ F by forming a Boolean-
valued comparison/genericity iteration above (µ+)W , to compute N |δN0 , and
then using P-construction to compute the rest of N .

Theorem 4.36. M∞[∗] has universe
⋂

F = MM
<κ0

.

Proof. We already know M∞[∗] ⊆
⋂

F = MM
<κ0

by Lemma 4.35.

30It follows by the standard forcing argument that W is the actually the universe of W̃ .
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Let us verify MM
<κ0
⊆ M∞[∗].31 Let U ∈ EM be the order 0 total measure

on κ0. Let
j : M →M ′ = Ult(M,U)

be the ultrapower map. For P ∈ F , iMP (U) = U ∩P ∈ EP is the order 0 total
measure on κ0 in P . Let jP : P → Ult(P, iMP (U)) be the ultrapower map. Note
j�OR = jP �OR. Let U∞ = iM∞(U) and j∞ : M∞ → M′∞ = Ult(M∞, U∞)
be the ultrapower map.

Arguing much as in the proof of Lemma 4.24, j � OR is definable over
M∞[∗]: for all η, ξ ∈ OR and P ∈ F , we have

η = j(ξ)⇐⇒ η = jP (ξ)⇐⇒ η∗ = j∞(ξ∗).

(For the second equivalence, just take P such that η, ξ are P -stable.)
Now let X ∈MM

<κ0
be a set of ordinals. By the preceding paragraph,

j � sup(X) ∈M∞[∗]. (18)

By elementarity, j(X) ∈ MM ′

<j(κ0). It is straightforward to verify that M′∞ is

the direct limit of a system F ′ of uniform grounds of M ′ in much the same way
as M∞ is the direct limit of the system F of uniform grounds of M ; here the
models P ′ ∈ F ′ are exactly those of the form P ′ = Ult(P, iMP (U)) for some
P ∈ F . So by Theorem 2.16,

Q =M′∞[∗]

is a < j(κ0)-ground of M ′. So j(X) ∈ Q, but note Q ⊆ M∞[∗], so j(X) ∈
M∞[∗], but then using line (18) we get X ∈M∞[∗], since

α ∈ X ⇐⇒ j(α) ∈ j(X).

4.9 The first Varsovian model as the strategy mouse V1

We will now give another presentation of M∞[∗], as a strategy mouse V1 in a
fine structural hierarchy 〈V1||ν〉ν∈OR, as sketched at the beginning of §4.5. To
motivate this, first notice the following.

A routine first observation is:

Lemma 4.37. Let P be an active (Jensen indexed) premouse. Then FP is
Σ1-definable over (P pv, FP �OR), uniformly in P .

We remark that it is important here that we have the universe and (internal)
extender sequence EP of P available.

Let L = LM∞[∗](κ0) for the poset of Definition 2.11, for adding generic
subset of κ0.

31The original argument used for the proof that MM
<κ0
⊆M∞[∗], found by the 3rd author,

was slightly different; that argument is sketched for the analogous result Corollary 5.80. The
2nd author then adapted that one to yield the one presented here. In either form, the argument
is related to Usuba’s ZFC proof of the fact that if κ is extendible then M<κ = M. Related
arguments have since been used by the second author in [9] and the third author in [21], [15].
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Lemma 4.38. M |κ0 is L-generic over M∞[∗] and M∞[∗][M |κ0] =̂ M .

Proof. Since we have verified the properties for uniform grounds, that M |κ0 is
L-generic overM∞[∗] follows from §2. We aim to show thatM∞[∗][M |κ0] =̂ M
by performing a “P -construction.”

We identify the sequence 〈M |ν,M ||ν〉ν∈OR inside M∞[∗][M |κ0], from the
parameter M |κ0 and classesM∞, ∗, as follows. We start with M |κ0 given. Fix
ν with κ0 < ν ∈ OR. The sequence 〈M ||β〉β<ν determines M |ν. By Lemma

4.24,M∞[∗] knows whether EMν 6= ∅, and if EMν 6= ∅, knows EMν � OR, uniformly
in ν (definably fromM∞, ∗). But from the pair (M |ν,EMν �OR) we can compute
EMν , also uniformly in ν, by Lemma 4.37.

Definition 4.39. We now define a class structure V1, structured analogously
to a premouse, built from a sequence EV1 =

〈
EV1
ν

〉
ν∈OR

of extenders. However,

some of the extenders will be (properly) long, and will not cohere the sequence.
We write V1||ν and V1|ν with the usual meaning. For those segments V1||ν
active with long extenders, some of the premouse axioms will fail (in particular,
coherence).32 Write γV1 = κ+M∞

0 .
The map π∞ : M∞ → MM∞∞ (see (5) and the preceding discussion) is an

iteration map. We define (recursively on ν):

EV1
ν =


EM∞ν if ν < γV1

π∞ � (M∞|δM∞0 ) if ν = γV1

EMν � (V1|ν) if ν > γV1 .

(19)

(We will verify in Lemma 4.42 that this definition makes sense; in particular,
that EMν “(V1|ν) ⊆ V1|ν when ν > γV1 .) Let us also write

EV1 = {(ν, x, y) : EV1
ν 6= ∅ and y = EV1

ν (x)}, (20)

EV1�ν = {(ν̄, x, y) ∈ EV1 : ν̄ < ν}. (21)

We define the structure

V1 = (L[EV1 ];∈,EV1).

Like withM∞[∗], when we discuss definability or write an equation with V1, or
some similar structure, then we refer to the structure itself, not just its universe
bV1c = L[EV1 ]. In particular, definability over V1 has the class predicate EV1

available by default, just like for premice. (But when no confusion can arise,
such as with expressions like “x ∈ V1” or “x ⊆ V1”, we really mean “x ∈ bV1c”
or “x ⊆ bV1c”, etc.)

Write eV1 = EV1

γV1
, so eV1 is the least (properly) long extender of EV , which

is just the extender induced by ∗. a
32The segments V1||ν where ν = γV1 or [ν > γV1 and crit(EMν ) = κ0] do not satisfy the

usual premouse axioms with respect to their active extender.
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Definition 4.40 (Fine structure of V1). The fine structural concepts (rΣn+1,
ρn+1, pn+1, (n + 1)-solidity, etc, for n < ω) are defined for segments P E V1,
and also for P pv, just as for standard premice with Jensen indexing below
superstrong: rΣP1 = ΣP1 (without any constant symbols in the fine structural
language), which determines everything else via the usual recursion. a

We will show that all segments of V1 are well-defined, sound, and establish
a fine structural correspondence between segments of V1 and segments of M ,
above a certain starting point. The first non-trivial instance of these facts is
given by 4.38 together with the next lemma; it uses techniques reminiscent of
those in [20]. It results in a tighter bound on κ+M∞

0 = γV1 than that given by
Corollary 4.33.

Lemma 4.41. Let V̄ = V1||γV1 (so V̄ has eV1 active). Then:

(a) L is Σ1-definable over V̄ .

(b) V̄ is isomorphic to a structure which is definable without parameters over
M |κ+M

0 .

(c) V̄ is sound, with ρV̄
ω = ρV̄

1 = δ∞ and pV̄
1 = ∅.

(d) ORV̄ < ξ0, where ξ0 is the least ξ > κ+M
0 such that M |ξ is admissible.

Therefore V1||ν is passive for every ν ∈ (γV1 , ξ0].

Proof. Part (a) follows from an inspection of §2.

Part (b): Let F
+

be like F+, but consisting of pairs (P, s) such that there
is P ′ with (P ′, s) ∈ F+ and P = P ′|κ+M

0 and s ⊆ κ+M
0 . (Let the associated

ordering, models and embeddings be the corresponding ones of F+.) Let M∞
be the direct limit of F

+
, and ∗̄ the associated ∗-map. Let

σ :M∞ →M∞|(κM∞0 )+M∞

be the natural map determined by how F
+

sits within F+. Noting that F
+

is definable over M |κ+M
0 , it suffices to see that σ̄ is the identity.

Fix s ∈ [IM ]<ω with s 6= ∅. For P ∈ F , let KP be the transitive collapse
of

HP = HullP |max(s)(s− ∪ κM0 ),

and let τP : KP → HP be the uncollapse map, and s̄P = t ∪ {OR(KP )} where
τP (t) = s−.

We claim that πMP (s̄M ) = s̄M , and therefore (P |κ+M
0 , s̄P ) ∈ F

+
. For this,

note πMP (s, κ0) = (s, κ0), so πMP (s̄M ) = s̄P . But M is a small (of size < κ0)
forcing extension of P , which implies HM ∩ OR = HP ∩ OR, so s̄P = s̄M , as
required.

So write s̄ for the common value of s̄P . One can now use the argument of
the proof of Lemma 2.3 (which showed that the natural map χ :M+

∞ →M∞
is the identity), but replacing the use of s there with s̄. It follows that σ̄ = id.
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Part (c): Since V̄ ∈ M∞[∗], it suffices that V̄ = HullV̄1 (δ∞).33 Let α <

γV1 = ORV̄ ; we want to see that γ ∈ HullV̄1 (δ∞). Fix a non-empty s ∈ [IM ]<ω

and N ∈ F such that α ∈ rg(πNs,∞). Let s̄ be as above. As before, s̄ is N -
stable, and note that α ∈ rg(πNs̄,∞) (because α < κ+M

0 , if πNs,∞(ᾱ) = α then
πNs̄,∞(ᾱ) = α). But then, as desired, we have

α ∈ HullM∞|max(s̄)∗((s̄−)∗ ∪ δ∞) ⊆ HullV̄1 (δ∞).

Part (d) follows from (b) and the definition of EV1 above γV1 .

The levels of V1 correspond tightly to the levels of M , as follows.

Lemma 4.42. Let g = gM |κ0
be the (M∞[∗],L)-generic determined by M |κ0.

(so M∞[∗][g] =̂ M). For every ν ∈ OR we have:

1. V1|ν and V1||ν are in M∞[∗],

2. V1|ν and V1||ν are sound,

3. Suppose ν ≥ ξ0.34 Then

(a) L ∈ V1|ν and g is (V1|ν,L)-generic,

(b) (V1|ν)[g] =∗ M |ν,35

(c) (V1||ν)[g] =∗ M ||ν,

(d) if EMν 6= ∅ and crit(EMν ) > κ0 then V1||ν satisfies the usual premouse
axioms with respect to its active predicate (with Jensen indexing; in
particular, EV1

ν is an extender over V1|ν), and

(e) if E = EMν 6= ∅ and crit(E) = κ0 then EV1
ν is a long (δ∞, ν)-extender

over M∞ and

Ult(M∞|δ∞,EV1
ν ) = iME (M∞|δ∞) =MUlt(M,E)

∞ |iME (δ∞)

is a lightface proper class of V1|ν, uniformly in ν.

Remark 4.43. Here the notation =∗ is the usual one in this context, meaning
that (i) the two structures have the same universe, (ii) for each α ∈ [ξ0, ν) (or
[ξ0, ν]), EV1

α = EMα �(V1|α) (which is already true by definition), and conversely,
if crit(EMα ) > κ0 then EMα is the canonical small forcing extension of EV1

α to M |α
and if crit(EMα ) = κ0 then EMα is determined by EMα �OR = EV1

α �OR and M |α as
usual for a premouse, and (iii) the structures V1|ν and M |ν (or V1||ν and M ||ν)
have corresponding fine structure in the manner usual for P-constructions as in
[12], with matching projecta and parameters, etc.

33Let Q be the structure defined in §4.7. We already know Q = HullQ1 (δ), but it seems that
the branch through the genericity tree involved there might not be computable from ∗. So
the soundness of V̄ is not an obvious corollary.

34Also, M |θM0 and V1||γV1 are “generically equivalent in the codes”, and letting

f : (θM0 , ξ0)→ (γV1 , ξ0)

be the unique surjective order-preserving map, then M |α = M ||α are likewise equivalent with
V1|f(α) = V1||f(α) for all α ∈ dom(f), but we will not need this.

35The notation is explained in 4.43.
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Proof. The lemma holds for ν < γV1 directly by definition, for ν = γV1 by 4.41.
For γV1 < ν ≤ ξ0 it is a straightforward consequence: we have V1||ξ0 ∈ M∞[∗]
since A ∈ M∞[∗], and therefore V1||ν cannot project < δ∞. Note that γV1 ∈
Hull

V1|ν
1 (∅), just because V1||γV1 is the least segment with an active extender of

its kind. Using 4.41, therefore γV1 + 1 ⊆ Hull
V1|ν
1 (δ∞). If ν < ω · γV1 then we

therefore get V1|ν ⊆ Hull
V1|ν
1 (δ∞), and hence V1|ν is sound. If instead ω·γV1 ≤ ν

then note that (V1|ν)[g] has universe that of M |ν, and the Σ
M |ν
0 forcing relation

is ∆
V1|ν
1 (lightface, as γV1 ∈ Hull

V1|ν
1 (∅)). But M |ν = Hull

M |ν
1 (κ+M

0 + 1),
and since all of the Σ1 facts witnessing this get forced, it follows that V1|ν =

Hull
V1|ν
1 (δ∞), so V1|ν is sound.

For ν > ξ0 we discuss parts 1 and 3(d),(e); for the rest one mostly uses
standard calculations as for P-constructions. Suppose we have established that
(V1|ν)[g] =∗ M |ν ∈ M∞[∗], and EMν 6= ∅, so EV1

ν = EMν �(V1|ν) 6= ∅. We
already know that EV1

ν �OR ∈ M∞[∗] (by Lemma 4.24). We must verify that
EV1
ν ∈M∞[∗] (and uniformly so), and hence V1||ν ∈M∞[∗], and that V1||ν has

the right properties.
Suppose κ0 < crit(EMν ). Then EV1

ν is an extender over V1|ν satisfying the
usual requirements for premice, by the usual proof (using induction and that
M |ν is a small forcing extension of V1|ν). It follows that EV1

ν can be computed
from the pair (V1|ν,EV1

ν �OR), as usual. But V1|ν is in M∞[∗] by induction.
Now suppose that κ0 = crit(EMν ). Then E = EV1

ν is a (long) (δ∞, ν)-extender
over M∞|δ∞, but this time E does not cohere V1|ν. In order to compute the
full E from E�OR, one also needs the target model

U = Ult(M∞|δ∞, E) =MUlt(M,EMν )
∞ |ν.

By 4.41, this is computed by the local covering system of M |ν (as defined in
that proof, but over M |ν, not M |(κ+M

0 )). But since V1|ν =∗ M |ν and the
forcing L ∈ V1|λ where λ is the largest cardinal of V1|ν, and M∞|δ∞ ∈ V1|λ,
there is a canonical definition of U over V1|ν (uniform in all such ν). That is,
although we don’t have the full M |ν directly available, the agreement between
EM and EV1 ensures that the short tree strategy for M∞ is computed almost

like when we do have M |ν: Given a strong cutpoint γ of V1|ν with δ
+(V1|ν)
∞ <

γ, let G be (V1|ν,Coll(ω, γ))-generic. Then (V1|ν)[G] can be arranged as a
premouse over (V1||γ,G), and note that we can also take G such that there is
an (M,Coll(ω, γ))-generic G′ such that (M |ν)[G′] =∗ (V1|ν)[G] (with (M ||γ,G′)
equivalent intercomputable with (V1||γ,G)). Therefore we can use (V1|ν)[G] to
compute short tree strategy for M∞|δ∞ in the same manner we use (M |ν)[G′]
(working above γ), and by homogeneity, this computation restricted to trees
in V1|ν is independent of the choice of G. The computation of maximal trees
(above γ) is similarly absolute, and note that the P-constructions determined
by these trees also agree between M |ν and V1|ν. The system computed in V1|ν
is also easily dense in that of M |ν. Therefore V1|ν computes MUlt(M,E)

∞ |ν, as
desired.36

36Note that the foregoing proof did not use Lemmas 4.17 or 4.18, which we are yet to actually
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Lemma 4.44. M∞[∗] and V1 (as defined in 4.23 and 4.39) have the same
universe.

Proof. We have V1 ⊆M∞[∗] by Lemma 4.42 part 1.
Let us showM∞[∗] ⊆ V1. Write L = LV1

θM0
. By 4.42 part 3, L ∈ V1, and since

V1 ⊆ M∞[∗], therefore g = gM |θM0 is L-generic over both M∞[∗] and V1. But

then as in the proof of Lemma 4.38, V1[g] has universe bMc (as doesM∞[∗][g]).
Now let x ∈M∞[∗] be a set of ordinals. We show that x ∈ V1. Let τ be an

L-name in V1 such that x = τg. Let p ∈ g be such that p 
L
M∞[∗] τ = x̌. It is

easy to see that then
x = {ξ : p 
L

V1
ξ̌ ∈ τ} ∈ V1.

So the two models have the same universe.

The preceding fact will be refined later in Lemma 4.47.

Remark 4.45. We may also reorganize V1 as a strategy premouse, by rep-
resenting the information contained in the long extenders in EV1 differently.
These extenders are easily seen to be intertranslatable with fragments of ΣM∞
for trees based on M∞|δ∞. Namely, let us define a sequence (FV1

ν : ν ∈ OR) as
follows. Except for those ν where EV1

ν is long, we set FV1
ν = EV1

ν . If EV1
ν is long,

then FV1
ν = ΣM∞(T ), where T is the normal tree onM∞ leading fromM∞|δ∞

to iME (M∞|δ∞). Then easily, Lemma 4.42 holds also after replacing EV1 with
FV1 , and EV1 ,FV1 are level-by-level intertranslatable. So L[FV1 ] =̂ V1.37

Lemma 4.46. We have:

(a) The restriction of ΣM∞ to trees in V1 and based on M∞|δ∞, is lightface
definable over V1 (so by Lemma 4.47 below, it is also lightface definable
over M∞[∗]).

(b) Let g be in some set generic extension of V and be set-generic over V1. Let
Σ′M∞ be the restriction of ΣM∞ to trees in V1[g] and based on M∞|δ∞.
Then Σ′M∞ is definable over the universe of V1[g] from the predicate V1.38

Proof. This is much like the proof of Lemma 4.18 (whose complete proof will rely
on Lemma 4.57, still to come), although now we don’t have M itself available.
The computation of short tree strategy is as in the proof of Lemma 4.42 part
3(e). The computation of branches at maximal stages is like in the proof of
Lemma 4.18.

prove; it does not matter here whether MUlt(M,EMν )
∞ |ν is a correct iterate of M∞|δM∞0 . But

in any case, we could have proved those lemmas at the point they appeared in the text.
37However, it is not clear whether V1 can be arranged as a strategy mouse in one of the more

traditional hierarchies, like those used for HOD mice, or the least (tree) branch hierarchy.
38Regarding trees /∈ V , cf. Footnote 26.
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To summarize, we have isolated several representations of the universe of V1,
indicating that V1 is a natural object:

V1 =̂ L[EV1 ] (Definition 4.39)

=̂ L[FV1 ] (Remark 4.45)

=̂ M∞[∗] (see (13), Lemma 4.44)

=̂ HOD
M [G]
E (Lemma 4.28)

=̂
⋂

F = the < κ0 mantle of M (Proposition 4.36)

4.10 Varsovian strategy premice

In this section we will introduce an axiomatization for premice in the hierarchy
of V1. But first, we refine Lemma 4.44 as follows:

Lemma 4.47.

1. Ult(V1, e
V1) = VM∞1 .

2. V1 is a lightface class of M∞[∗],

3. M∞[∗] is a lightface class of V1.

Proof. Part 2: Argue as in the proof of Lemma 4.42, using again Lemma 4.24.
Part 1: Let e = eV1 . We haveMM∞∞ = Ult(M∞, e) and π∞ :M∞ →MM∞∞

is the ultrapower map, so e ⊆ π∞. By Lemma 2.10, π∞ extends elementarily to

π+
∞ :M∞[∗]→MM∞∞ [∗M∞ ],

so considering how V1 is defined over M∞[∗], and VM∞1 over MM∞∞ [∗M∞ ],

π+
∞ : V1 → VM∞1

is also elementary. Since VM∞δ∞
= V V1

δ∞
, it follows that e is also derived from

π+
∞. Let V ′ = Ult(V1, e) and j+ : V1 → V ′ be the ultrapower map and k+ :

V ′ → VM∞1 the factor map, so k+ ◦ j+ = π+
∞. Since π∞ ⊆ π+

∞ and π∞ is the
ultrapower map, we have k+�OR = id (and j+�OR ⊆ π+

∞). So in fact k+ = id
and V ′ = VM∞1 .39

39Here is a slightly alternate argument. We have MM∞∞ = Ult(M∞, e) and π∞ is the
ultrapower map. Let N [e′] = Ult(M∞[e], e) and j :M∞[e]→ N [e′] be the ultrapower map.

Then as before, in fact N =MM∞∞ and π∞ ⊆ j = π+
∞. Moreover, by considering some fixed

indiscernibles,

e′ = π+
∞(e) =

⋃
α<δ∞

π∞(e�α)

is the correct extender of the iteration map MM∞∞ → (M∞)M
M∞
∞ . Now V1 and M∞[e]

have the same universe, and V1 is defined over M∞[e] via the procedure mentioned for part

2 of the lemma. So Ult(V1, e) is defined over MM∞∞ [e′] in the same manner. But e′ agrees

with ∗M∞ , so this definition actually yields VM∞1 .
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Part 3: It suffices to define M∞ and ∗�δM∞0 . But ∗�δM∞0 is just the active
extender of V1||γV1 . To define M∞, we first have M∞||κ+M∞

0 = V1|γV1 . But
VM∞1 is a lightface class of V1 by part 1. And EM∞�[κ+M∞

0 ,∞) is determined

by M ||κ+M∞
0 and EVM∞1 �(γVM∞1 ,∞), since the two sequences agree over the

ordinals.

Definition 4.48. For an Mswsw-like N ,MN
∞, ∗N ,M∞[∗]N and V N

1 denote the
lightface N -classes defined over N just as the corresponding classes are defined
over M .

Also given an Mswsw-like N and N̄ E N with κ+N
0 ≤ ORN̄ , we define V N̄

1

by recursion on ORN̄ by setting V
N ||(κ+N

0 +α)
1 = V N

1 ||(γ + α), where γ = γV N
1 .

Noting that this definition is level-by-level, we similarly define V N̄
1 (κ) whenever

N̄ is Mswsw-small and κ is an inaccessible limit of cutpoints and Woodins of N̄

and κ < ORN̄ , level-by-level (starting by defining V
N̄ |κ+N̄

1 as V1||γV1 is defined
(in the codes) over M |κ+M

0 ). We will often suppress the κ from the notation,

writing just V N̄
1 . a

We now want to axiomatize structures in the hierarchy of V1 to some extent:

Definition 4.49. A base Vsp is an amenable transitive structure V = (P∞, F )
such that in some forcing extension there is P such that:

1. P, P∞ are premice which model ZFC− and are Mswsw-small; that is, they
have no active segments which satisfy “There are κ0 < δ1 < κ1 with δ1
Woodin and κ0, κ1 strong”.

2. P has a least Woodin cardinal δP0 and a largest cardinal κP0 > δP0 , and κP0
is inaccessible in P and a limit of cutpoints of P ; likewise for P∞, δ

P∞
0 , κP∞0 ,

3. ORP = δP∞0 , κP0 is the least measurable of P∞, and V P
1 = cHullV1 (δP∞0 ),

4. MP∞
∞ (defined over P∞ like M∞|γV1 is defined over M |κ+M

0 ) is well-

defined, and has least measurable κP∞0 and least Woodin δ
MP∞
∞

0 = ORP∞ ,

5. MP∞
∞ |δ

MP∞
∞

0 is obtained by iterating P∞|δP∞0 , via a normal tree T of

length δ
MP∞
∞

0 ,

6. F is a cofinal Σ1-elementary (hence fully elementary, by ZFC−) embedding

P∞|δP∞0 →MP∞
∞ |δ

MP∞
∞

0 ,

and there is a T -cofinal branch b such that F ⊆ iTb , and iTb (δP∞0 ) = δ
MP∞
∞

0

(so b is intercomputable with F , and note that by amenability of V , F is
amenable to P∞, and hence so is b),

7. ρV
1 = δP∞0 and pV

1 = ∅ and δP∞0 is Woodin in J (C1(V )), as witnessed by
EP∞ ,
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8. P is (J (C1(V )),LV )-generic, where LV is defined over V as L above was
defined over V1||γV1 . a

Remark 4.50. Let C = C1(V ) and π : C → V be the core map. Then

rg(π) = HullP∞1 (δP∞0 ∪ F“δP∞0 ). (22)

For we have ρV
1 = δP∞0 and pV

1 = ∅ by hypothesis. So ⊇ is clear, and ⊆ is
because for each α < δP∞0 , F �α is in the hull on the right, by calculations like
with the Zipper Lemma.

Now because δP∞0 is Woodin in J (C1(V )), and in particular regular, we have

that C1(V ) is sound with ρ
C1(V )
ω = δP∞0 , and in particular V

J (C1(V ))

δP∞0

= V P∞
δP∞0

.

Note also that L is (lightface) Σ
V1||γV1

1 , and we use the natural Σ1 definition
above to define LV , so LV = LC1(V ). Moreover, like for L, LV is a sub-algebra
of the extender algebra of P∞ at δP∞0 and J (C1(V )) �“LV is a δP∞0 -cc complete
Boolean algebra”.

The definition is actually specified by an (infinite) first-order theory satisfied
by V , modulo the wellfoundedness of V . (The theory needs to be infinite
because of the assertion of Woodinness in J (C1(V )) in condition 7.) To see
this, observe that the (generic) existence of P is first-order: Working in V ,
we can say that there is some condition of LV forcing over C1(V ) that the
generic object is a premouse P such that the conditions above hold (and by the
preceding discussion, all relevant antichains are in P∞); a small subtlety here
is that we need to refer to F and the hull in (22) in order to talk about C1(V )
and assert that it is isomorphic to V P ; note that we can just talk about the
relevant theories to assert this. (We don’t demand that MP∞

∞ be wellfounded,
but only what was asserted above, which gives that it is wellfounded through

δ
MP∞
∞

0 + 1.)
Unsound base Vsps naturally arise from iterating sound ones.

Definition 4.51. A Varsovian strategy premouse (Vsp) is a structure

V = (J E
α ,E, F )

for some sequence E of extenders, where either V is a premouse, or:

1. α ≤ OR and V is an amenable acceptable J-structure,

2. V has a least Woodin cardinal δV
0 , and an initial segment V ||γ which is

a base Vsp,

3. δV
0 < γ, so δV

0 is the least Woodin of V ||γ,

4. if F 6= ∅ and γ < ORV then either:

(a) V satisfies the premouse axioms (for Jensen indexing) with respect
to F , and γ < crit(F ), or

(b) We have:
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i. V pv = (J E
α ,E, ∅) � ZFC−,

ii. V has largest cardinal µ, which is inaccessible in V and a limit
of cutpoints of V (where cutpoint is with regard to all kinds of
extenders),

iii. N = MV pv

∞ is well-defined, and satisfies the axioms of a pre-
mouse (but is possibly illfounded) with a Woodin cardinal δN0 ,
and is (ORV + 1)-wellfounded with δN0 = ORV ,

iv. N|δN0 is a proper class of V pv and has least measurable µ,

v. F is a cofinal Σ1-elementary embedding F : V |δV
0 → N|δN0 ,

vi. N|δN0 is pseudo-normal iterate of V |δV
0 , via tree T , and there is

a T -cofinal branch b such that F ⊆ iTb (hence b is amenable to
V and inter-definable with F over V pv),

5. each proper segment of V is a sound Vsp (defining Vsp recursively), where
the fine structural language for base Vsps and segments as in 4b is just
that with symbols for ∈,E, F ,

6. some p ∈ LV = LV ||γ forces that the generic object is a premouse N of
height δV

0 with V N = V ||γ, and there is an extension of N to a premouse

N+ such that V N+

= V (and note then that N+ is level-by-level definable
over V [N ], via inverse P-construction).

We write γV = γ above (if V is not a premouse). a

Definition 4.52. A Vsp V is V1-like iff it is proper class and in some set-generic
extension, V = V N for some Mswsw-like premouse N . (Note this is first-order
over V .)

When talking about the extenders E ∈ EV
+ , for a Vsp V , we say that E is

short if V ||lh(E) satisfies the usual premouse axioms with respect to E, and
long otherwise; likewise for the corresponding segments. So V ||γV is the least
long segment.

We write M∞ = V1 ↓ 0. Let V be V1-like. We define V ↓ 0 analogously
(first-order over V as in the proof of Lemma 4.47 part 3). In fact, let us define
V ↓ 0 more generally, including the case that V is illfounded, but satisfies
the first order properties of a V1-like structure. Also if N is a premouse, let
N ↓ 0 = N . We write V − for (the premouse) V |δV

0 . (So V −1 = M∞|δM∞0 .)
We write ΛV for the strategy for V ↓ 0 (for trees based on V −) defined over V
just as the corresponding restriction of ΣM∞ is defined over V1, via the proof
of Lemma 4.46.

We write V1 = V (M∞, ∗) = V (M∞, ∗�δ∞) = V (M∞, eV1). Given a pair
(N, ∗′) or (N, ∗′�δ) or (N, e) where N is Mswsw-like and the pair has similar first-
order properties as does (M∞, ∗) or (M∞, ∗�δ∞) or (M∞, eV1) respectively, we
define V (N, ∗′) or V (N, ∗′�δ) or V (N, e) analogously (via the proof of Lemma
4.47 part 2). a
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4.11 The action of M-iteration on M∞

We now aim to extend Lemma 4.46, analyzing the nature of MN
∞ for iterates

N of M , and the partial iterability of MN
∞ in N .

Lemma 4.53. Let N be any non-dropping Σ-iterate of M . Let P ∈ FN . Let

P̄ = cHullP (δP0 ∪I N ).

Then P̄ is a δP0 -sound non-dropping Σ-iterate of M , P̄ |δP0 = P |δP0 , and letting
π : P̄ → P be the uncollapse map, then π“I P̄ = I N .40

Proof. We have P |δP0 = MTα |δ
MTα
0 for some tree T via Σ, where [0, α]T does

not drop; this is because the Q-structures used to guide the short tree strategy
computing P are correct. But P̄ |δP̄0 = P |δP0 and P̄ is an iterable, δP̄0 -sound,
Mswsw-like premouse, and with α above minimal, comparison gives P̄ = MTα .
Finally note that I = π−1“I N is a club class of generating indiscernibles for
P̄ , so I = I P̄ .

Definition 4.54. Let N be a non-dropping Σ-iterate of M . Define (Mext
∞ )N

as the direct limit of the iterates P̄ , for P ∈ FN (the notation P̄ as in Lemma
4.53). (Cf. Definition 4.20.) For P ∈ FN let πP̄P : P̄ → P be the uncollapse
map and

HP = HullP1 (δP0 ∪I N ) = rg(πP̄P ).

Suppose further that N is κN0 -sound. Let α ∈ OR and P ∈ FN . We say
that α is (P,FN )-stable iff whenever P � Q ∈ FN , we have α ∈ HQ and

πQ̄Q ◦ iP̄ Q̄ ◦ π−1
P̄P

(α) = α. a

The definition of stability above is more complicated than the version for
M , because it can be that P ≤ Q ∈ FN but Q is not actually an iterate of P
(although Q|δQ0 is an iterate of P |δP0 ).

Lemma 4.55. Let N be a non-dropping Σ-iterate of M . Then:

1. P = (Mext
∞ )N is a δP0 -sound non-dropping Σ-iterate of M .

2. MN
∞|δN∞ = P |δP0 .

3. If M |κM0 / N then M∞|δ∞ ∈ N and P is a ΣM∞-iterate of M∞.

Proof. Part 1 is immediate from the definitions. Part 2 follows from Lemma
4.53, since infinitely many indiscernibles are fixed by the iteration maps. For
part 3, note that because M |κM0 / N and N is a non-dropping iterate, in fact
M |κ+M

0 /N , soM∞|δ∞ ∈ N , and then it is an easy consequence of part 1.

Lemma 4.56. Let N be a κN0 -sound non-dropping Σ-iterate of M . Then:

1. For each P � Q ∈ FN , we have HP ∩OR ⊆ HQ ∩OR.

40But if N is not δN0 -sound then P̄ is not a ΣN -iterate of N .
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2. For each α ∈ OR there is P ∈ FN such that α is (P,FN )-stable.

Proof. Part 1: We in fact that HP ∩OR = HullN1 (δP0 ∪I N ) (which immediately
gives HP ⊆ HQ). This is just by extender algebra genericity and definability of
P |δP0 over N |δP0 .

Part 2: Since N is κN0 -sound, we can fix s ∈ ~I N and β < κN0 and a term
t such that α = tN (s, β). Then taking P ∈ FN with β < δP0 , we get α ∈ HP .

Now since (Mext
∞ )N is wellfounded, it suffices to see that

πQ̄Q ◦ iP̄ Q̄ ◦ π−1
P̄P

(α) ≥ α

whenever P � Q ∈ FN and α ∈ HP . So let s ∈ ~I N with α ∈ HP
s . Then

πPs,Qs(α) ≥ α whenever P � Q ∈ FN , because M satisfies the same about
i−1
MN (s) (because whenever R � S ∈ FM , S is actually an iterate of R, and

these iterates are δ0-sound, etc). But note that

πPs,Qs(α) = πQ̄Q ◦ iP̄ Q̄ ◦ π−1
P̄P

(α)

(because any generic branch witnessing the definition of πNPs,Qs must move the

relevant theory of indiscernibles and elements < γPs correctly, since these agree
appropriately between P, P̄ and Q, Q̄). This gives the desired conclusion.

The following lemma is proved like a similar fact in [15], integrated with part
of the argument for [8, Lemma 2.9]:

Lemma 4.57. Let N be a κN0 -sound non-dropping Σ-iterate of M and N ′ a
κN
′

0 -sound non-dropping ΣN -iterate of N . Let N̄ be the δN0 -core of N . Then:

1. IM∞ = IM and iMM∞�I
M = id = ∗�IM ,

2. IM
N
∞ = I N and ∗N�I N = id,

3. MN
∞ = iMN (M∞) = (Mext

∞ )N is a δ
MN
∞

0 -sound ΣN̄ -iterate of N̄ .

4. If N |κN0 / N ′ then

(a) MN ′

∞ is a ΣMN
∞

-iterate of MN
∞, and

(b) iNN ′�MN
∞ is just the ΣMN

∞
-iteration map MN

∞ →MN ′

∞ .

5. If N̄ 6= N then MN
∞ is not a ΣN -iterate of N .

Proof. Part 1: We have IM∞ = iMM∞“IM , andM∞ is δM∞0 -sound. Suppose
κ ∈ IM is least such that iMM∞(κ) > κ, fix a tuple ~κ ∈ IM∞ and a term
t and α < δM∞0 such that κ = tM∞(~κ, α), and note we may assume that
~κ\κ ∈ IM\(κ+ 1) by shifting this part up, but since ~κ ∩ κ ⊆ IM and M∞ is
a lightface M -class, this gives a contradiction.

Part 3: Note that Lemma 4.55 applies. Like in §2, we will define an ele-
mentary χ : MN

∞ → (Mext
∞ )N and show that χ = id. We can cover DN by

with indices of the form (P, u) with u ∈ [I N ]<ω. For given any (Q, s) ∈ DN ,
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by Lemma 4.56, we can fix P ∈ FN such that s is (P,FN )-stable (see Defi-
nition 4.54) and Q � P , and with δP0 large enough that there is u ∈ [I N ]<ω

such that s ∈ HP
u , which suffices. Because of this covering, we can define

χ :MN
∞ → (Mext

∞ )N in the natural way; i.e. for each such (P, u) and x ∈ HP
u ,

set χ(πNPu,∞(x)) = iP̄MN
∞

(π−1
P̄P

(x)); note we have u, x ∈ rg(πP̄P ). It is now easy

to see that MN
∞ = (Mext

∞ )N and χ = id.
Part 2: By part 1 and since iMN“IM = I N , we get ∗N�I N = id. And

by part 3 and its proof, MN
∞ = Hull

MN
∞

1 (δ
MN
∞

0 ∪ (∗N“I N )). Since MN
∞ is also

a lightface N -class, I N are model theoretic indiscernibles for MN
∞. Therefore

IM
N
∞ = I N .

Part 4: 4a is an easy consequence of the fact that MN
∞ and MN ′

∞ are δN∞-
and δN

′

∞ -sound respectively. For 4b, we argue partly like in [8, Lemma 2.9(a)],
but somewhat differently.41 So, note that by the preceding parts,MN ′

∞ is indeed

an iterate ofMN
∞, and iNN ′�IM

N
∞ = iMN

∞MN′
∞
�IM

N
∞ , so it just remains to see

that
iNN ′�δ

MN
∞

0 = iMN
∞MN′

∞
�δM

N
∞

0 .

So let α < δ
MN
∞

0 . Let s ∈ [IM
N
∞ ]<ω = [I N ]<ω be such that α < γ

MN
∞

s . Fix
P ∈ FN with some ᾱ < γPs such that πNPs,∞(ᾱ) = α. Note that MN

∞ is a

ΣP̄ -iterate of P̄ and
iP̄MN

∞
(ᾱ) = α. (23)

Now
iNN ′(α) = πN

′

P ′s′,∞(ᾱ)

where P ′ = iNN ′(P ) ∈ FN ′ and s′ = iNN ′(s) ∈ ~I N ′ . But then with the map
χ defined as earlier, but for N ′ instead of N ,

iNN ′(α) = χ(πN
′

P ′s′,∞(ᾱ)) = iP ′MN′
∞

(π−1

P ′P ′
(ᾱ)) = iP̄MN′

∞
(ᾱ) = iMN

∞MN′
∞

(α),

using that χ = id, P ′ = P̄ , ᾱ < crit(πP ′P ′), and line (23).
Part 5: If N̄ 6= N then N is not δN0 -sound, but then any non-dropping iterate

O of N is non δO0 -sound, so O 6= (Mext
∞ )N =MN

∞.

Note that with the preceding lemma, we have completed the proofs of Lem-
mas 4.17, 4.18 and 4.46.

4.12 Iterability of V1

In this subsection we will define a normal iteration strategy ΣV1 for V1 in V .
We will first define and analyze the action of ΣV1

for trees based on M∞|δ∞.

41Moreover, the proof of [8, Lemma 2.9(a)] has a bug: with notation as there, it talks about
iteration maps πj(N),N∗ and πN∗,j(M∞), with the implication that j(M∞) is in fact an

iterate of j(N), but this is not true, as j(N) is not δ
j(N)
0 -sound, whereas j(M∞) is δ

j(M∞)
0 -

sound.
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4.12.1 Tree translation from M to V1

The iteration strategy for V1 will be tightly connected to that for M , as we
describe now. But first the basic notion under consideration:

Definition 4.58. Let N be a V1-like Vsp. A 0-maximal iteration tree T on N
of length λ ≥ 1 is a system(

<T , 〈Mα,mα〉α<λ , 〈Eα〉α+1<λ

)
with the usual properties, except that when Eα is a long extender (which is
allowed), then predT (α + 1) is the least β ≤ α such that [0, β]T does not drop

and δ
MTβ
0 < lh(ETα ).

We say that T is short-normal iff T uses no long extenders.
Iteration strategies and iterability for N are now defined in the obvious

manner. a

Definition 4.59. A short-normal tree on a V1-like Vsp V is a 0-maximal tree
that uses no long extenders. Note that a short-normal tree is of the form T ̂ S,
where T is based on V |δV

0 , and either

(i) [T has limit length or bT drops] and S = ∅, or

(ii) T has successor length, bT does not drop and S is above δ
MT0∞
0 .

Say that T ,S are the lower, upper components respectively. a

Definition 4.60. Let N be Mswsw-like. An iteration tree T on V N
1 is V N

1 -
translatable iff:

1. T is 0-maximal, and

2. κ
+MTα
0 < lh(ETα ) for all α+ 1 < lh(T ) such that [0, α]T ∩DT = ∅. a

Remark 4.61. Under 0-maximality, condition 2 holds iff κ
+MTη
0 < lh(ETη ) for

η = 0 and for all limits η such that η + 1 < lh(T ) and [0, η]T ∩ DT = ∅ and
iT0η(κN0 ) = δ(T �η). This follows easily from the fact that lh(ETα ) < lh(ETβ ) for
α < β (using Jensen indexing).

Definition 4.62. Let N be Mswsw-like. Let T on N be V N
1 -translatable. The

V N
1 -translation of T is the 0-maximal tree U on V N

1 such that:

1. lh(U) = lh(T ) and U , T have the same tree, drop and degree structure,

2. lh(EUα ) = lh(ETα ) for all α+ 1 < lh(T ). a

Remark 4.63. Let N be Mswsw-like. Let T be a tree on N and let α <T
ε + 1 ≤T β be such that [0, α]T does not drop, ε + 1 ∈ DT , predT (ε + 1) = α

and κ
+MTα
0 < crit(ETε ). Note that

κ
+MTα
0 < γ = γV1(MTα ) < ξ < crit(ETε )
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where ξ is the least MTα |κ
+MTα
0 -admissible. Note here that V

MTβ
1 = V1(MTβ )

is the set-sized model V such that V ||γ = V
MTα

1 ||γ and above γ, EV
+ is the

level-by-level translation of E+(MTβ ). Note that because γ < ORV1(MTβ ), MTβ

is a κ
+MTα
0 -cc forcing extension of V1(MTβ ).

Lemma 4.64. Let T on N be V N
1 -translatable, where N is Mswsw-like. Then:

1. The V N
1 -translation U of T exists and is unique.

2. MUα = V
MTα

1 and degUα = degTα and γM
U
α < OR(MUα ) for all α < lh(T ).

3. iUαβ = iTαβ�M
U
α for all α <T β such that (α, β]T does not drop.

4. M∗Uα+1 = V
M∗Tα+1

1 for all α+ 1 < lh(T ).

5. i∗Uα+1 = i∗Tα+1�M
∗U
α+1 for all α+ 1 < lh(T ).

Proof. This is partly via the usual translation of iteration trees between models
and P-constructions thereof. However, there is a new feature here, when α+1 <
lh(T ) and is such that [0, α+ 1]T does not drop and letting β = predT (α+ 1),
then crit(ETα ) = κ = κ0(MTβ ), so consider this situation.

Then EUα is long with space δ = δ0(MUβ ) = κ
+MTβ
0 , and EUα = ETα �(M

U
β |δ)

and [0, β]U does not drop, and MUβ = V1(MTβ ). Let (a, f) be such that f ∈MTβ
and a ∈ [ν(ETα )]<ω and

f : [κ]|a| →MUβ = V1(MTβ ).

We need some (b, g) with g ∈ MUβ and b ∈ [lh(EUα )]<ω such that a ⊆ b and

fab(u) = g(u) for (ETα )b-measure one many u. We may assume rg(f) ⊆ OR.
If rg(f) ⊆ δ, the existence of (b, g) is just because EUα is the restriction of

ETα , and this restriction is cofinal in lh(ETα ). In general we will reduce to this
case.

Now MTβ is a δ-cc forcing extension of MUβ , so rg(f) ⊆ X for some X ∈MUβ ,

where X has cardinality < δ in MUβ . Let η be the ordertype of X, so η < δ, let

π : X → η be the collapse, and let f̃ = π ◦ f . So f̃ ∈MTβ and rg(f̃) ⊆ δ, so we

get a corresponding pair (b, g̃), with g̃ ∈MUβ . Letting g = π−1 ◦ g̃, then g ∈MUβ
and (b, g) works.

4.12.2 Trees based on M∞|δ∞
We now transfer trees on M∞, based on M∞|δ∞, to trees on V1.

Definition 4.65. Write ΣM∞,V −1
for the normal strategy for M∞ for trees

based on V −1 , induced by ΣM∞ . We use analogous notation ΣN,N |α more
generally. Let ΨV1,V

−
1

denote the putative normal strategy for trees on V1

based on V −1 , induced by ΣM∞,V −1
. This makes sense by Lemma 4.30. a
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Remark 4.66. Let U be a putative tree on V1, based on V −1 , via ΨV1,V
−
1

. Let

α < lh(U). Suppose [0, α]U does not drop. Then MUα ↓ 0 = iU0α(M∞), and if
MUα is wellfounded then it is V1-like. If instead [0, α]U drops, note that it drops
below the image of δV1

0 and MUα is a premouse (note that it is wellfounded in
this case), so MUα ↓ 0 = MUα .

Definition 4.67. Let V be a Vsp. Then ΛV denotes the partial putative
strategy for V |δV

0 determined by the long extenders of V . That is, ΛV (T ) = b
iff T ∈ V , T is on V |δV

0 , V �“T is via Σsh”, and either

– V �“T is short and b = Σsh(T )”, or

– V �“T is maximal” and there is a long E ∈ E+(V ) such that T ∈ V |λ(E)
and b is computed via factoring through c as in Footnote 27, where c is
the cofinal branch through the tree from V |δV

0 to j(V |δV
0 ) determined by

j = i
V |lh(E)
E . a

The following lemma, which is the main point of this subsubsection, is the
analogue of [8, Lemma 2.17] and [19, Claim 12].

Lemma 4.68. ΨV1,V
−
1

yields wellfounded models. Moreover, let T be onM∞,

via ΣM∞,V −1
, and let U be the corresponding tree on V1 (so via ΨV1,V

−
1

). Let

πα : MTα →MUα ↓ 0 ⊆MUα

be the natural copy map (where π0 = id). Then:

– [0, α]T drops iff [0, α]U drops.

– If [0, α]T drops then MTα = MUα = MUα ↓ 0.

– If [0, α]T does not drop then MTα = MUα ↓ 0 and MUα = V (MTα , `) where

` : MTα →M
MTα∞ is the ΣMTα -iteration map, and in fact, ΛM

U
α ⊆ ΣN,N |δN0

where N = MTα .

– πα = id; therefore, iTα ⊆ iUα .

Proof. We include the proof, mostly following that of [19]. Let T ,U be as above,
of length α+ 1. The interesting case is the non-dropping one, so consider this.

Let P = MTα and P∞ =MP
∞. Let iM∞P , iPP∞ and iM∞P∞ be the iteration

maps. We have
M∞ = HullM∞1 (δM∞0 ∪IM∞);

likewise for P, P∞ (maybe I P 6= IM∞ , but I P∞ = I P = iM∞P “IM∞).
We have

P∞ = V P
1 ↓ 0 ⊆ V P

1 .

The analogue of the following claim was used in the proof of [19, Claim 12],
where it was implicitly asserted but the proof not explicitly given. We give the
proof here. It is just a slight generalization of the proofs of [19, Claims 8–10]
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(or see [8, Lemma 2.15]), the main conclusion of which is that if j : M →M∞
is the iteration map, then

M∞ ∩HullM∞[∗](rg(j)) = HullM∞(rg(j)) = rg(j).

Claim. We have:

(i) P∞ ∩HullP∞[∗P ](rg(iM∞P∞)) = rg(iM∞P∞) and

(ii) P∞ ∩HullP∞[∗P ](rg(iPP∞)) = rg(iPP∞).

Proof. Consider (i). Fix α ∈ OR and s ∈ [IM∞ ]<ω\{∅} and β < δM∞0 and a
term t such that

α = tP∞[∗P ](iM∞P∞(s−, β))

and β < γM∞s . We need to see α ∈ rg(iM∞P∞). It suffices to see ∗P (α) ∈
rg(iM∞P∞), by arguments in [19]. But this holds just as in [19], except that we
have a fixed term u such that for each N ∈ FP ,

α = uN (iM∞N (s, β)).

This suffices. Part (ii) is analogous.

Let P̃ = cHullP∞[∗P ](rg(iPP∞)) and M̃∞ = cHullP∞[∗P ](rg(iM∞P∞)), let
i+PP∞ and i+M∞P∞ the uncollapse maps, and i+M∞P = (i+PP∞)−1 ◦ i+MP∞

. By the

claim, iM∞P ⊆ i+M∞P .

Also, ∗P ⊆ h where h : P∞ →MP∞
∞ is the iteration map. Letting

i+M∞P∞(∗′) = i+PP∞(∗′′) = ∗P �δP∞0 ,

it easily follows that ∗′ and ∗′′ agree with the iteration mapsM∞ → (M∞)M∞

and P → P∞ respectively. Therefore M̃∞ =M∞[∗].
Let E be the (δM∞0 , δP0 )-extender derived from iM∞P , or equivalently from

i+M∞P , also equivalently the [0, α]T -branch extender of T . So (recalling U is the
corresponding tree on M∞[∗])

MUα = Ult(M∞[∗], E)

and iUα = i
M∞[∗]
E . We also have P = MTα = Ult(M∞, E) and iM∞P = iTα . Let

π : MUα → P̃ be the natural factor map, i.e.

π(iUα(f)(a)) = i+M∞P (f)(a)

whenever f ∈ M∞[∗] and a ∈ [δP0 ]<ω. Then π is surjective, because if α ∈ OR
then there is f ∈ M∞ and a ∈ [δP0 ]<ω such that iM∞P (f)(a) = α, and since

iM∞P ⊆ i+M∞P , therefore i+M∞P (f)(a) = α = π(α). So in fact MUα = P̃ and

π = id, so iUα = i+M∞P , so iTα ⊆ iUα , and letting πα : MTα → (MUα ↓ 0) be the
natural copy map, then πα ⊆ π = id.
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It just remains to see that ΛM
U
α ⊆ ΣP (still with P = MTα ). First consider

the case that for some correct normal above-κ0 tree V on M and E = EVα , we
have crit(E) = κ0 and E is M -total, and P =MU

∞ where U = Ult(M,E). Here

by Lemma 4.57,MU
∞ is indeed a δ

MU
∞

0 -sound iterate ofM∞, and iE�M∞ is just
the iteration map. Moreover, by Lemma 4.64, V U

1 = iE(V1) is the corresponding
iterate of V1. But now the calculations that work for ΛV1 (the proof of Lemma

4.46, using Lemma 4.57) also work for ΛV U
1 .

Now consider the general case. We will reduce this to the special case above
via Lemma 3.10. Let E ∈ EM be M -total with crit(F ) = κ0, and δ̄ the least
Woodin of M |lh(F ) such that κ0 < δ̄. Form a genericity iteration at δ̄, above
κ0, making P |δP0 etc generic. Let E be the eventual image of F . Then E is as

in the previous case; let U = Ult(M,E) and let MU
∞. Recall P̃ = MUα is an

iterate of V1, and note V U
1 is the corresponding iterate of P̃ ; let k : P̃ → V1

be the iteration map. Let β be such that P̃ |β is active with a long extender

G, β′ = k(β), and G′ = FV U
1 |β

′
. Note that k is continuous at δP0 and β (as

cofP (β) = δP0 ). Let j : P → Ult(P,G) and j′ : MU
∞ → Ult(MU

∞, G
′) be the

ultrapower maps. Let T be the length β tree from P to Ult(P,G) and T ′ the
length β′ tree fromMU

∞ to Ult(MU
∞, G

′); note that by first order considerations,
these exist, and G determines a T -cofinal branch b such that MTb = Ult(P,G)
and j = iTb , and likewise for G′, T ′, b′,MU

∞, j
′. We know that T ′ ̂ b′ is via ΣMU

∞
,

by the previous case. Note also that T is via ΣP , because the Q-structure for
each T �λ (for limit λ < β) does not overlap δ(T �λ), and is embedded into the
Q-structure for T ′�k(λ). But

k ◦ j�(P |δP0 ) = j′ ◦ k�(P |δP0 )

and j(δP0 ) = β and j′(δU∞) = β′. So by Lemma 3.10, b = ΣP (T ), as desired.

Definition 4.69. Given a non-dropping ΨV1,V
−
1

-iterate V of V1, let ΨV ,V −

be induced by ΣV ↓0 just as ΨV1,V
−
1

is induced by ΣM∞ (this makes sense by

Lemma 4.68). a

4.12.3 Condensation properties for full normalization

The strategy ΣV1
(together with V1) will have the properties required for ex-

tending to a strategy for stacks with full normalization. We now lay out the
properties of V1 needed for this. Recall the notions n-standard, (n+1)-relevantly
condensing and (n+ 1)-sub-condensing from [14, ***Definition 2.1]. We adapt
these in an obvious manner to Vsps.

Definition 4.70. Let m < ω and let V be an (m+ 1)-sound Vsp. We say that
V is (m+ 1)-relevantly condensing iff either V is a premouse which is (m+ 1)-
relevantly condensing, or V is a sound base Vsp, or γV < ORV and V satisfies
the requirements of (m + 1)-relevantly condensing from [14, Definition 2.1] for
π : P → V such that P is an (m+ 1)-sound Vsp, γP < ORP and crit(π) > δV

0

(so crit(π) > γV ). Likewise for (m+ 1)-sub-condensing.
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For n < ω, a Vsp V is n-standard iff V is n-sound and either V is an n-
standard premouse, or V is a base Vsp and V pv is ω-standard, or γV < ORV

and V is (m + 1)-relevantly condensing for each m < n, and every M / V is
(m+ 1)-relevantly-condensing and (m+ 1)-sub-condensing for each m < ω.

A Vsp is ω-standard iff n-standard for each n < ω. a

Lemma 4.71. V1 is ω-standard. (Thus, we take V1-like to include ω-standard.)

Proof. Let α > γV and P be a Vsp and π : P → V |α be an embedding as in the
definition of (m + 1)-relevantly- or (m + 1)-sub-condensing. We want to know
that P / V . But note that there is a premouse N such that M |κ+M

0 / N and
V N = P and π extends to π+ : N → M |α, which also satisfies the conditions
of (m + 1)-relevantly- or (m + 1)-sub-condensing, respectively. So N / M , so
P / V .

Remark 4.72. Let V be V1-like. Then as for premice, if T is a 0-maximal tree
on V then MTα is degTα -standard (see [14, ***Remark 2.2]).

4.12.4 Short-normal trees on V1

Recall that short-normal trees on V1-like Vsps were defined in Definition 4.59.

Definition 4.73. Let V be a (possibly dropping, putative) iterate of V1, via a
short-normal tree T ̂S with lower and upper components T ,S. We say that V
is good iff T is via ΨV1,V

−
1

and if bT does not drop then V is wellfounded and for

every long E ∈ EV
+ , MV |lh(E)

∞ = N |δN0 for some ΣV ↓0-iterate N of V ↓ 0, and
E is the corresponding iteration map. Say that a (partial) iteration strategy Ψ
is good iff all putative iterates via Ψ are good. a

Note we have already shown that ΨV1,V
−
1

is good. We now want to extend

ΨV1,V
−
1

to a good short-normal 0-maximal strategy Ψsn for V1. So we start

by setting ΨV1,V
−
1
⊆ Ψsn. As an easy next step, we deal with trees based on

V1||γV1 .

Definition 4.74. Write ΨV1,γV1 for the putative strategy Ψ for V1, for short-

normal 0-maximal trees based on V1||γV1 , as follows:

1. ΨV1,V
−
1
⊆ Ψ, and

2. given T via ΨV1,V
−
1

, of successor length α+1, where [0, α]T does not drop,

and given a putative 0-maximal tree U on MTα ||γM
T
α , which is above δ

MTα
0 ,

then T ̂ U is via Ψ iff there is a tree U ′ on MTα ↓ 0, via ΣMTα ↓0, with the
same extenders and tree order as U . a

Note here that by Lemma 4.41, ρ
MTα ||γ

MTα

1 = δ
MTα
0 , a strong cutpoint of

(MTα ||γM
T
α )pv, so T ̂ U is indeed a putative 0-maximal tree on V1.
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Lemma 4.75. ΨV1,γV1 is a short-normal 0-maximal strategy (hence yields well-
founded models). Moreover, let T ̂ U and U ′ be as in Definition 4.74, with
U 6= ∅. Then:

1. MU0 = MTα ||γM
T
α and degU0 = 0,

2. MU
′

0 = MTα ↓ 0 and degU
′

0 = 0, so (MU0 )pv = MU
′

0 |κ
+MU

′
0

0 ,

3. for 0 < β < lh(U), β ∈ DUdeg ⇔ β ∈ DU
′

deg, and degUβ = degU
′

β ,

4. if 0 < β < lh(U) and [0, β]U drops then MUβ = MUβ′ ,

5. if 0 < β < lh(U) and [0, β]U does not drop then (MUβ )pv = MU
′

β |κ
+MU

′
β

0 ,

6. if 0 < β + 1 < lh(U) and [0, β + 1]U drops then M∗Uβ+1 = M∗U
′

β+1 and

i∗Uβ+1 = i∗U
′

β+1,

7. if 0 < β + 1 < lh(U) and [0, β + 1]U ′ does not drop then i∗Uβ+1 ⊆ i∗U
′

β+1,

8. if 0 ≤ β < lh(U) and [0, β]U does not drop then MU
′

β is a κ
MU
′

β

0 -sound

ΣMTα ↓0-iterate ofMTα ↓ 0,MMU
′

β
∞ is a δM

MU
′

β
∞

0 -sound ΣMTα ↓0-iterate ofMTα ↓ 0,

Ult(MTα ↓ 0, F (MTβ )) =MMU
′

β
∞

and F (MTβ ) is the extender of the ΣMTα ↓0-iteration map.

Therefore ΨV1,γV1 is good.

Proof. We omit most of the proof, as it follows from the usual calculations.
However, for part 8, just note that the action of the U- and U ′-iteration maps

j and j′ on MU0 = MTα ||γM
T
α are identical (i.e. j ⊆ j′), since (MU0 )pv =

MU
′

0 |κ
+MU

′
0

0 , and so

j(MMU0∞ ) = j′(MMU
′

0∞ |δM
U′
0∞ ) =MMU

′
β
∞ |δM

U′
β

∞ ;

but then the fact that F (MTβ ) agrees with the ΣMTα ↓0-iteration map

(MTα ↓ 0)|δM
T
α ↓0

0 →MMU
′

β
∞

is a consequence, since FV ||γV

is likewise correct, where V = MTα (by Lemma
4.68) and j′ preserves indiscernibles.

Note that if T ̂ U is as above, with last model MUβ , then applying F (MUβ )
as the next extender (giving a non-short-normal tree), the next model is again
an iterate of V1 via ΨV1,V

−
1

.
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Definition 4.76. Say that (W, U, T ) is M -standard iff W is a Σ-tree on M
which is above κ0, lh(W) = ξ + 2 for some ξ, and letting E = EWξ , then

crit(E) = κ0 and E is M -total, U = Ult(M,E) = MWξ+1, and T is the tree

leading from V1 to V U
1 ; so

MT∞ = V U
1 = Ult(V1, E�V1)

and iT ⊆ iW .

Suppose (W, U, T ) is M -standard. We define a strategy ΓW for above-δ
V U

1
0

short-normal trees S on V U
1 . 42 Let V = V U

1 and N = V ↓ 0 =MU
∞.

If lh(ES0 ) < γV , then ΓW follows ΨV1,γV1 (recalling that T is via ΨV1,V
−
1

).

Suppose lh(ES0 ) > γV . Let Γ be the above-κ+U
0 -strategy for U given by ΣU .

Then since V = V U
1 is defined by P-construction, Γ induces a short-normal

above-γV -strategy for V , which ΓW follows in this case.
We extend Γ to ΓV [G], for set-generic extensions V [G] of V , using that Σ

extends canonically to ΣV [G]. a

Lemma 4.77. ΓW is good, and hence so is each Γ
V [G]
W .

Proof. Clearly ΓW yields wellfounded models, and we already saw that ΨV1,γV1

is good. So with notation as in Definition 4.76, suppose lh(ES0 ) > γV and S
has successor length, and let S ′ be the corresponding above-κ+U

0 tree on U . Let

β ≤ OR(MS∞) with F = F (MS∞||β) long, and β > γV . Let F ′ = F (MS
′

∞ ||β).
Then crit(F ′) = κU0 and F ′ is U -total, and F ⊆ F ′. So goodness with respect
to F is an easy consequence of Lemma 4.57 (note that U and U ′ = Ult(U,F ′)
are κU0 - and κU

′

0 -sound Σ-iterates of M).

Lemma 4.78. Let A be a set of ordinals. Then there is an M -standard
(W, U,X ) such that A is (U,P)-generic for some P ∈ U |κU0 . Moreover, if V
is a non-dropping ΨV1,V

−
1

-iterate of V1, via maximal tree T = A, then V U
1 is a

ΨV ,V − -iterate of V (see Definition 4.69).
Likewise if V [G] is a set-generic extension of V and A ∈ P(OR) ∩ V [G].

Proof. Let F ∈ EM be M -total with crit(F ) = κ0. Then λF is a limit of
Woodin cardinals of M |lh(F ), and νF < λF . Let δ ∈ (νF , λF ) be Woodin in
M |lh(F ). Let W ′ be an above-νF genericity iteration of M , for the extender

algebra of M |lh(F ) at δ, making A generic. Note that ρ
M ||lh(F )
1 ≤ νF , so

W ′ drops immediately to M ||lh(F ), at degree 0. Set W = W ′ ̂ 〈F (MW
′

∞ )
〉

.

The “moreover” clause is a routine consequence, and the extension to V [G] is
similar.

We can now define the full short-normal strategy Ψsn for V1. In the end the
method used to define the corresponding strategy for V2, in §5.6.4 (especially

42We use subscript W, not T , as one can have M -standard (W ′, U ′, T ′) 6= (W, U, T ) with
T ′ = T . We will later see that, in this case however, ΓW = ΓW′ .
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Definition 5.67), will be somewhat different, instead of being a direct general-
ization. One could probably use the methods of §5.6.4 to define a strategy for
V1 below, which would have benefit of making the construction more uniform.
But historically, the approach below was found earlier, and the verification that
it works involves ideas that do not come up for the methods of §5.6.4, which
and seem of interest. So in order to record more information, we use the two
different methods, as opposed to aiming for succinctness through uniformity.

Definition 4.79. Let T be the class of all trees T on V1 via ΨV1,V
−
1

, of

successor length, with bT non-dropping. For T ∈ T , letting V = MT∞, we
will define a good above-δV

0 short-normal strategy ΨT for V . We will then
define

Ψsn = ΨV1,V
−
1
∪
⋃
T ∈T

ΨT .

So fix T . Let (W, U,X ) be M -standard and such that T is (U,P)-generic for
some P ∈ U |κU0 , which exists by Lemma 4.78. Let j : V → V U

1 be the correct
iteration map. By 4.71, V U

1 is ω-standard. We define

ΨT = the minimal j-pullback of ΓW

(see [14, 10.3, 10.4] and Remark 4.80 below; by ω-standardness, the minimal
j-pullback is well-defined, but we verify below that ΨT is independent of the
choice of W43).

We also generalize this to set-generic extensions V [G] of V . Let T V [G] be

the class of all trees T on V1 via Ψ
V [G]

V1,V
−
1

(determined by ΣV [G] just as ΨV1,V
−
1

is from Σ), of successor length, with bT non-dropping. Fix T ∈ T V [G]. Let
(W, U,X ) be as above with respect to T (but still with W ∈ V , so U ⊆ V and
X ∈ V also). Let V = MT∞. and j : V → V U

1 be the correct iteration map.
Define

ψ
V [G]
T = the minimal j-pullback of Γ

V [G]
W . a

Remark 4.80. Let us summarize how the minimal j-pullback determining ΨT
is defined. It is like a standard copying construction, except that the method

for copying extenders is different. Let Ej be the (δV
0 , δ

V U
1

0 )-extender derived
from j. For S via ΨT , we will have a tree S ′ via ΓW , with the same length, tree
order, drop and degree structure, and for α < lh(S), a d = degSα-embedding

πα : MSα →MS
′

α ,

and moreover,
MS

′

α = Ultd(M
S
α , Ej)

and πα is the associated ultrapower map, and if α+ 1 < lh(T ) then

MS
′

α ||lh(ES
′

α ) = Ult0(MSα ||lh(ESα ), Ej),

43Of course, we could have simply chosen W in a canonical fashion, and then ΨT would be
trivially well-defined. But the independence from W will be important later.
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and letting d∗ = degS(α+ 1), then

M∗S
′

α+1 = Ultd∗(M
∗S
α+1, Ej).

The remaining details are essentially as in [24] and [14], using ω-standardness
for Vsps (the latter ensures that, for example, when ESα 6= F (MSα ) or degSα > 0,
the ultrapower above determining ES

′

α does indeed produce a segment of MS
′

α ).

Lemma 4.81. 44 We have:

1. ΨT is well-defined for each T ∈ T V [G].

2. Ψ
V [G]
sn is good.

Proof. Since G doesn’t make a significant difference, we assume G = ∅.
Part 2: Let S on V be via ΨT , and S ′ the minimal j-copy, as in Remark

4.80. Using the copy maps πα : MSα → MS
′

α , we can argue just like in the last
part of the proof of Lemma 4.68 to see that the long extenders in E+(MSα ) are
correct.

Part 1: Let (W, U,X ) and (W ′, U ′,X ′) be as in the definition, and let Ψ,Ψ′

respectively be the induced strategies for V = MT∞.
Roughly, we would like to compare U with U ′, producing a common iterate

U ′′ and corresponding W ′′,X ′′, and show that Ψ,Ψ′ both agree with ΨW′′ , and
hence are equal. However, a standard comparison of U,U ′ doesn’t work for
this, as the resulting iteration map could have critical point κM0 on one side,
which would cause problems. Instead, we form a modified kind of comparison,
as follows.

Let D ∈ EU be the U -total order 0 measure on κU0 . Let δ be the least
Woodin of Ult(U,D) such that δ > κU0 . Let D′, δ′ be likewise for U ′.

Recall from [22] that the meas-lim extender algebra of a premouse N is like
the usual extender algebra, except that we only induce axioms with extenders
E ∈ EN such that νE is a limit of measurable cardinals of N . We will form
a simultaneous genericity iteration (Y,Y ′) of Ult(U,D) and Ult(U ′, D′) for the
meas-lim extender algebras at δ, δ′, above κU0 + 1 and κU

′

0 + 1 respectively,
arranging that MY∞ and MY

′

∞ are generic over one another, and δ(Y) = iY0∞(δ) =

iY
′

0∞(δ′) = δ(Y ′). To help ensure the latter, we also (i) arrange genericity of
(U |δ, U ′|δ′), which will allow Y,Y ′ to be recovered in the generic extensions,
and (ii) insert short linear iterations which ensure that every measurable of MY∞
below iY0∞(δ) is a cardinal of MY

′

∞ , and vice versa; this is like similar arguments
in [17] and [15]. However, executing this process in the most obvious manner,
using the process for genericity iteration with Jensen indexing on both sides (as
described in [22, Theorem 5.8]) seems to lead to the possibility of the trees Y,Y ′
being non-normal. Thus, instead of this, we produce a sequence 〈Yα,Y ′α〉α≤ι
of normal trees approximating the eventual desired trees Y = Yι and Y ′ = Yι,
with the sequence converging in a natural way.

44Although this lemma logically precedes later parts of the paper, its necessity and proof
were actually found later, in particular after the proof of Theorem 5.79, which was found after
the proof of Lemma 5.8.
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Here are the details. We initially iterate linearly with the least measurable
of Ult(U,D) which is > κU0 (hence < δ), and likewise > κU

′

0 for Ult(U ′, D′),
until they reach some common closure point > max(δ, δ′). Suppose we have
defined X = Yα,X ′ = Y ′α, at some point after this initial phase. These trees
will be padded 0-maximal, of successor length, and if EXβ 6= ∅ 6= EX

′

β then

lh(EXβ ) = lh(EX
′

β ). We will determine some extenders Eα, E
′
α, or stop the

process. First let Gα ∈ E+(MXα ) be the extender selected for the purposes

of genericity iteration, for making (EMX
′
∞ , U |δ, U ′|δ′) generic, and given current

tree X (but not demanding that lh(Gα) > lh(EXβ ) for all β + 1 < lh(X ); if

lh(Gα) < lh(EXβ ) for some β, that is okay); we follow the extender selection
procedure for genericity iteration for Jensen indexing here (see [22, Theorem
5.8]), and if bX drops then MX∞ will be active, and in this case F (MX∞) is
automatically set as Gα, if no extender with lower index is. (If there is no such

extender, set Gα = ∅.) Define G′α symmetrically, for making (EMX∞ , U |δ, U ′|δ′)
generic. If Gα 6= ∅ then let γ = lh(Gα); if otherwise and bX does not drop then
let γ = iX0∞(δ), and otherwise let γ = OR(MX∞). Define γ′ symmetrically. If
there is F ∈ E(MX∞|γ) which is MX∞-total and κU0 < crit(F ) and crit(F ) is not a
cardinal of MX

′

∞ , then let Fα = the least such F , and otherwise let Fα = Gα. (If
crit(F ) is not a cardinal of MX

′

∞ for the trivial reason that OR(MX
′

∞ ) ≤ crit(F ),
and hence bX

′
drops, then it will follow from Claim 1 below that MX

′

∞ is active,
G′α 6= ∅ and so lh(G′α) ≤ lh(F ), and in this case, F will actually be irrelevant.)
Define F ′α symmetrically. If Fα 6= ∅ and either F ′α = ∅ or lh(Fα) ≤ lh(F ′α) then
set Eα = Fα, and otherwise set E′α = ∅; define E′α symmetrically.

If Eα = ∅ = E′α then we stop the process (setting ι = α). If Eα 6= ∅ then
let β be least such that Eα ∈ E+(MXβ ), and set Yα+1 = Yα�(β + 1) ̂ Eα (as a
0-maximal tree). If E′α 6= ∅, define Y ′α+1 symmetrically. If Eα 6= ∅ = E′α then
set Y ′α+1 = Yα�(β + 1), where β is least such that either Y ′α = Y ′α�(β + 1) or

lh(E
Y′α
β ) > lh(Eα). And if Eα = ∅ 6= E′α, proceed symmetrically.

Finally, given Yα,Y ′α for all α < η, where η is a limit, define Yη as the natural
lim inf of the Yα for α < η, extended with the relevant iteration strategy Ψ as
necessary. That is, Yη is via Ψ, and Yη uses an extender E iff Yα uses E for
eventually all α < η, and if this yields a limit length tree, then we extend it
using Ψ to successor length.

This determines the mutual genericity iteration. The first claim below is
much as in [22, Theorem 5.8] and related arguments in [17]:

Claim 1.

1. Yα is 0-maximal and if bYα drops then MYα∞ is active; likewise for Y ′α,

2. the process terminates at some ι <∞, giving Y = Yι and Y ′ = Y ′ι, and

3. bY , bY
′

do not drop (although there can be α < lh(Y,Y ′) such that [0, α]Y
or [0, α]Y′ drops, because of Jensen indexing).

Proof. Part 1: The 0-maximality is directly by definition; the rest is as in [22].
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Part 2: Suppose not. Fix some large enough regular cardinal χ. Assume
for the sake of illustration that for all α ∈ OR there are β, β′ > α such that
Eβ 6= ∅ and E′β′ 6= ∅; the other case is similar. Let Y = Yχ and Y ′ = Y ′χ, noting

that χ+ 1 = lh(Y) and χ = δ(Y) and χ is a limit cardinal of MY∞, and likewise
for Y ′. Let J 4 Hχ+ with everything relevant in J and κ = J ∩ χ ∈ χ, let
H be the transitive collapse of J and π : H → Hχ+ the uncollapse map. So
π(κ) = χ and we have Ȳ, Ȳ ′ ∈ H with π(Ȳ, Ȳ ′) = (Y,Y ′). Note that Ȳ = Yκ
and lh(Ȳ) = κ+ 1, δ(Ȳ) = κ is a limit cardinal of M Ȳ∞, κ ∈ bȲ = bY ∩ (κ+ 1),
and for all α ∈ [κ, χ], we have Ȳ = Yα�(κ+ 1). Likewise for Ȳ ′.

As usual, iYκχ�P(κ) ⊆ π. Let E be the first extender used forming iYκχ,
so crit(E) = κ. Let α ∈ [κ, χ) with E = Eα. Since κ is a limit cardinal of

M Ȳ
′

∞ , and hence of M
Y′α∞ , either (i) E = Gα was chosen for genericity iteration

purposes, and let β = α, or (ii) bYα drops and Eα = F (MYα∞ ). But if (ii)
holds then as is usual for genericity iteration with λ-indexing (see [22]), there is
β ∈ [κ, α) such that Eβ = Gβ is used in Y (but not along bY), and used in Yα,
and Gβ�ν(Gβ) = Eα�ν(Gβ). So in either case (i) or (ii), Gβ is used in Y and

Gβ�ν(Gβ) is derived from iYκχ. But note then that M
Y′β
∞ |ν(Gβ) = MY

′

∞ |ν(Gβ),
and therefore we obtain a contradiction like in the usual proof that genericity
iteration terminates.

Part 3 is by construction and part 1.

Let δY = iY0∞(δ) and δY
′

= iY
′

0∞(δ′). Note that δY is a strong cutpoint of

MY∞, and MY∞ is δY -sound; likewise for δY
′

and MY
′

∞ .

Claim 2. δY = δY
′
.

Proof. We may assume δY < δY
′
. By minimality of δ′, δY is not Woodin in MY

′

∞ .
Let Q′ /MY

′

∞ be the Q-structure for δY . Because of the inserted linear iterations
at measurables, δY is a cardinal of MY

′

∞ . Note then that by choice of D′, δ′ (and
smallness), δY is a strong cutpoint of Q′. But (MY

′

∞ |δY , U |δ, U ′|δ′) is meas-lim
extender algebra generic over MY∞ at δY , and (MY∞|δY , U |δ, U ′|δ′) is likewise over
Q′, also at δY , because δY is a cardinal of MY

′

∞ . Therefore these two premice
can be lifted to premice (MY∞)+ and (Q′)+ over (MY∞|δY ,MY

′

∞ |δY , U |δ, U ′|δ′).
Comparing (MY∞)+ with (Q′)+ (so the comparison is above δY) and considering
smallness and δY -soundness, we have (Q′)+ / (MY∞)+.

Now working in (MY∞)+, where we have U |δ, MY∞|δY , U ′|δ′, MY′∞ |δY and Q′,
we can recover Ȳ�δY and Ȳ ′�(δY′ + 1), where Ȳ is just like Y but as a tree on
U |δ, and Ȳ ′ likewise. For (i) we have U |δ and U ′|δ′, and we just proceed by
comparing U |δ with MY∞|δY and U ′|δ′ with Q′, (ii) Q′ determines the branch of
Ȳ ′ at stage δY , and (iii) the intermediate Q-structures used to guide Ȳ, Ȳ ′ are
segments of MY∞|δY and MY

′

∞ |δY (for example if ξ = δ(Ȳ ′�ξ) and the Q-structure
for Ȳ ′�ξ is non-trivial, then ξ is a limit of measurable cardinals of MY

′

∞ , hence a
limit cardinal of MY∞, so the Q-structures on both sides do not overlap ξ, which
implies that the next extenders used have index beyond the Q-structures (and
likewise at all stages after ξ), so the Q-structures are retained).
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So in (MY∞)+, where δY is a regular cardinal, we can execute a slight variant
of the termination-of-genericity-iteration proof used above for Claim 1 (with δY

in the role of χ there). (We may not have the sequence of trees 〈Yα,Y ′α〉α<δY
in (MY∞)+, but note that the trees we do have are enough.)

Let δ∗ = δY = δY
′

and Q = MY∞ and Q′ = MY
′

∞ . Note now that (by δ∗-
soundness and as δ∗ is a strong cutpoint on both sides), Q,Q′ are equivalent
modulo a generic above δ∗, i.e. letting Q+ be Q[Q′|δ∗], considered as a premouse
over (Q|δ∗, Q′|δ∗), and (Q′)+ likewise (we no longer need U |δ and U ′|δ′), then

Q+ = (Q′)+. It follows that κQ0 = κQ
′

0 and V Q
1 = V Q′

1 , and by uniqueness
of iteration strategies, the above-δ∗ strategy for Q translates to that of Q′.
Finally let Z be the normal tree equivalent to the stack (W, D,Y) and Z ′ that
to (W ′, D′,Y ′); it follows that ΓZ = ΓZ′ .

Let j : V → V U
1 and j′ : V → V U ′

1 be the correct iteration maps. Now

iD,Y�V U
1 is the correct iteration map k : V U

1 → V Q
1 (because we wanted this,

we couldn’t just compare U with U ′ in the usual manner). Likewise k′ =
iD
′,Y′�V U ′

1 . So

k ◦ j = k′ ◦ j′ : V → V Q
1 = V Q′

1

is also the correct iteration map. So the minimal k ◦ j-pullback of ΓZ equals the
minimal k′ ◦ j′-pullback of ΓZ′ (a strategy for V ); denote this by Ψ∗. Recall
that Ψ is the minimal j-pullback of ΓW , and Ψ the minimal j′-pullback of ΓW′ .
It suffices to see that Ψ = Ψ∗, since then by symmetry, Ψ′ = Ψ∗ also.

Let ΣQ be the above-κQ0 strategy for Q given by ΣQ. Let ΣU be likewise for
U . Then by κU0 -soundness and since κU0 is a cutpoint of U , ΣU is the minimal
iD,Y -pullback of ΣQ. But then ΓW is the minimal k-pullback of ΓZ ; for trees

S on V U
1 with lh(ES0 ) > γV U

1 , this uses that k ⊆ iD,Y and the fine structural

translation of S to a tree on U ; for trees with lh(ES0 ) < γV U
1 , it uses minimal

hull condensation for ΣM , and the fact that the action of ΓW and ΓZ on such
trees in induced by ΣM . Therefore Ψ = Ψ∗, as desired.

4.12.5 Normal trees on V1

So we have a good short-normal strategy Ψsn, extending ΨV1,V
−
1

. This extends

easily to a normal strategy ΣV1 .

Definition 4.82. We define a 0-maximal iteration strategy ΣV1
for V1, deter-

mined by the following properties:

1. Ψsn ⊆ ΣV1
.

2. Let T be on V1, 0-maximal, of length η+2, with T �η+1 short-normal and
via Ψsn, and ETη long. Then (by goodness) MTη+1 is a non-dropping iterate

of V1 via a tree U according to ΨV1,V
−
1

, and lh(ETη ) = δ
MTη+1

0 . Then ΣV1

acts on trees normally extending T �η + 2 by following ΨU , until another
long extender is used.
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3. Likewise, whenever T is on V1, via ΣV1 , and ETη is long, then MTη+1 is a
non-dropping ΨV1,V

−
1

-iterate, via a tree U , and ΣV1 extends T �(η+ 2) by

following ΨU , until another long extender is used.

4. If λ is a limit and there are long extenders used cofinally in λ, there
is a unique T �λ-cofinal branch, and MTλ is again an iterate via ΨV1,V

−
1

(by normalization for transfinite stacks). In this case, δ(T �λ) is the least

measurable of MTη , so we can have T �[λ, α) based on MTλ |δ
MTλ
0 , with

λ < α. This interval is formed using ΨV ,V − (see Definition 4.69). Letting

α be least such that (λ, α]T does not drop and δ
MTα
0 < lh(ETα ), then (by

normalization) there is a short-normal tree U via ΨV1,V
−
1

with last model

MTα , and ΣV1 extends T �(α + 1) by following ΨU , until the next long
extender. a

The following lemma is now easy to see:

Lemma 4.83. ΣV1
is a good 0-maximal strategy for V1. Moreover, for every

successor length tree T via ΣV1
there is a unique short-normal tree via Ψsn with

the same last model.

Lemma 4.84. ΣV1
has minimal inflation condensation (mic).

Proof. We just consider short-normal trees; it is easy to extend this to arbitrary
normal trees, and we leave this extension to the reader.

Let T ,U be short-normal trees on V1, via Ψsn, such that U has length λ+ 1
for some limit λ, T has successor length, and U�λ is a minimal inflation of T ;
we must show that U is also a minimal inflation of T . Let T = T0 ̂ T1 and
U = U0 ̂ U1 with lower components T0,U0 and upper T1,U1.

Now ΨV1,V
−
1

has mic, because it follows ΣM∞ , which has mic, since ΣM
does, and by [14, ***Theorem 10.2]. So we may assume T1 6= ∅. Therefore, T0

has successor length α+ 1, [0, α]T0 does not drop, and T1 is based on MT0
α and

is above δ
MT0α
0 and uses only short extenders. And U0,U1, β are likewise, and

note that β ∈ IT minU
α . Let

Π0 = ΠT minU
β : T0 ↪→min U0

(the minimal tree embedding at stage β of the inflation), and j : MT0
α → MU0

β

be the copy map determined by Π0. Then in fact, MU0

β is a ΣV ,V − -iterate of V

where V = MT0
α , and j is the iteration map (see [14, ***Lemma 4.5]).

Now it suffices to see that Ψsn has minimal hull condensation (mhc) with
respect to extensions of Π0 “above δ0”; that is, whenever T2,U2 are trees on

MT0
α and MU0

β , above δ
MT0α
0 and δ

M
U0
β

0 respectively, with U0 ̂ U2 via Ψsn, and

Π : T0 ̂ T2 ↪→min U0 ̂ U2

is a minimal tree embedding with Π0 ⊆ Π, then T0 ̂ T2 is also via Ψsn.
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Let T ′2 = j“T2, a (putative) tree on MU0

β . Then T ′2 has wellfounded models,
and in fact, there is a minimal tree embedding

Π′ : U0 ̂ T ′2 ↪→min U0 ̂ U2

determined in the obvious manner: for α < lh(U0), we have IΠ′

α = [α, α], and
for α < lh(T2), we have IΠ′

lh(U0)+α = γΠ
lh(T0)+α; this determines Π′.

Claim 1. U0 ̂ T ′2 is via Ψsn.

Proof. If lh(E
T ′2
0 ) < γM

U0
β then this is just because ΨU0 follows the strategy

induced by Σ
M
U0
β ↓0

in this case, which has mhc.

So suppose γM
U0
β < lh(E

T ′2
0 ). Let (W, U,Y) be M -standard for U0. Let

` : MU0

β → V U
1 be the iteration map. Since U2 follows ΨU0

, the minimal `-copy

Ũ2 of U2 (a tree on V U
1 ) follows ΓW . Let T̃ ′2 be the minimal `-copy of T ′2 (see

[14, ***10.3, 10.4]). Then T̃ ′2 has wellfounded models, and in fact there is a
minimal tree embedding

Π̃′ : T̃ ′2 ↪→min Ũ2,

determined in the obvious manner. But since Ũ2 is via ΓW , and this strategy

has mhc, because ΣU does, therefore T̃ ′2 is also via ΓW , and therefore T ′2 is via
ΨU0 , as desired.

Claim 2. T0 ̂ T2 is via Ψsn.

Proof. If lh(ET2
0 ) < γM

T0
α , this is again easy, using mhc for Σ

M
T0
α ↓0

. So suppose

otherwise. Let (W, U,Y) be simultaneously M -standard for T0 and for U0. Let `
be as before, and k : MT0

α → V U
1 be the correct iteration map. So ΨT0

and ΨU0

are the minimal k-pullback and `-pullback of ΓW respectively. But `◦j = k, since
these are correct iteration maps, and therefore ΨT0 is the minimal j-pullback of
ΨU0 , which, since T ′2 is via ΨU0 , proves the claim.

This completes the proof.

The preceding proof does not seem to give that ΣV1
has mhc, because it relies

heavily on the fact that ` ◦ j = k, and if j were instead just a copy map arising
from an arbitrary minimal tree embedding, then it need not be an iteration map
(and in fact MU0

β need not be an iterate of MT0
α ).

5 The second Varsovian model V2

5.1 The δ1-short tree strategy for V1

Definition 5.1. Let V be a non-dropping ΣV1 -iterate of V1.
Let T be a short-normal tree on V via ΣV , based on V |δV

1 , of limit length.
Let b = ΣV (T ). Say that T is δ1-short iff either b drops or δ(T ) < iTb (δV

1 ), and
δ1-maximal otherwise.

We define δ1-short and δ1-maximal analogously for trees on M . a
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It will be shown in [16] that V1 knows its own strategy for δ1-short trees,
and, moreover, has a modified P-construction which also computes the correct
branch model MTb for δ1-maximal T , given that T is appropriate for forming a
P-construction.

In this paper we explain the main new idea needed to prove this, illustrated
with a restricted class of trees T (P-illustrative trees) which suffice, for example,
for genericity iterations at δV1

1 . This restriction will ensure that for such T
and limits λ with T �λ being δ1-short and Q be the correct Q-structure for
T �λ, the only overlaps of δ(T �λ) in Q are long extenders, and this will mean
that we have no need for ∗-translation. We will compute Q via a modified P-
construction; a key issue is that the P-construction has a new feature, due to
the long extenders on the T -side, and the extenders with critical point κM0 on
the M -side. Similarly, for δ1-maximal P-illustrative trees T , MTb will also be
computed by a modified P-construction. We will need a new argument (5.8) to
see that the P-construction does indeed compute the correct model. We will
actually first consider analogous P-illustrative trees on M , and then transfer
these results to trees on V1. We will then adapt the results to δV

1 -sound non-
dropping ΣV1-iterates V of V1.

P-illustrative trees suffice to construct V2, and prove a significant amount
about it. However, in order to prove that it fully knows how to iterate itself, and
related facts, we need to consider arbitrary trees, including the full δ1-short tree
strategy. Such facts are moreover used our proof that V2 is the mantle (because
it uses a comparison argument, which seems needs iterability with respect to
arbitrary trees). In order to deal with arbitrary trees, we need to deal with
trees having overlapped Q-structures, and therefore need ∗-translation, adapted
to incorporate the modified P-construction. This material is deferred to [16]; at
certain points we summarize results from there we need.

5.1.1 P-illustrative trees on M

Definition 5.2. Given a (strategy) premouse N and κ ≤ η ∈ ORN , we say
that η is a κ-cutpoint of N iff for all E ∈ EN+ , if crit(E) < η < lh(E) then
crit(E) = κ, and a strong κ-cutpoint iff for all E ∈ EN+ , if crit(E) ≤ η < lh(E)
then crit(E) = κ. a

Definition 5.3. Let T be an iteration tree on an Mswsw-like premouse N
and Σ a partial strategy for N . We say that T is P-illustrative iff there are
E1, U, λ, η, α0, µ such that:

1. either

(i) E1 = ∅, U = N and λ = κN1 , or

(ii) E1 ∈ EN , E1 is N -total, crit(E1) = κN1 , U = Ult(N,E1) and λ =
λ(E1) = κU1 ,

2. T ∈ N , T is normal, of limit length, is above κN0 and based on N |δN1 , and
letting T ′ be the corresponding tree on N |δ1, we have T ′ ∈ U |λ,
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3. κN0 < η < λ and η is a strong κN0 -cutpoint of U , and η is a U -cardinal,
and if E1 6= ∅ then κN1 < η45

4. 0 ≤ α0 < η and α0 < lh(T ) and [0, α0]T does not drop and µ = κ
MTα0
0 < η,

5. T �[α0, lh(T )) is above (µ+)M
T
α0 ,

6. for each β + 1 ∈ (α0, lh(T )), every Woodin of MTβ |lh(ETβ ) is < µ,

7. η < δ = δ(T ), η is the largest cardinal of U |δ, T is definable from param-
eters over U |δ, and U |δ is extender algebra generic over M(T ). a

Condition 6 prevents us from requiring ∗-translation.

Definition 5.4. Let T be P-illustrative and N,U as in 5.3. We define the
P-construction PU (M(T )) of U over M(T ). This is the largest premouse P
such that:

1. M(T ) E P �“δ is Woodin”, where δ = δ(T ),

2. for α ∈ [δ,ORP ], P ||α is active iff U ||α is active,46

3. Let α0 be as in 5.3, let α > δ be such that U ||α is active and let E = FP ||α

and F = FU ||α. Then either:

(a) crit(F ) > κM0 (so crit(F ) > δ) and E�OR = F �OR, or

(b) crit(F ) = κM0 and E ◦ iT0α0
�κ+M

0 = F �κ+M
0 . a

Remark 5.5. A key point in the above definition is that in condition 3b, with
j = iT0α0

, we only require E ◦ j and F to agree over ordinals, not the full model

N |κ+N
0 (although N |κ+N

0 is an initial segment of both sides). In fact (as we
require that P is a premouse),

E ◦ j�(N |κ+N
0 ) 6= F �(N |κ+N

0 ),

because P |κ0 = N |κ0 = U |κ0, but P |λ(E) 6= N |λ(F ), and because E must
cohere P |α, therefore E(j(N |κ0)) 6= F (N |κ0). However, recall the following
fact, which we leave as an exercise for the reader.

Fact 5.6. Let N be a passive premouse, κ be a cardinal of N , X ⊆ κ+N

be unbounded in κ+N and f : X → ORN . Then there is at most one active
premouse N ′ whose reduct is N and FN�OR = f , and in fact, N ′ is Σ1-definable
over (N, f).

(Note though that it is important that N is given; there can actually be
another active N ′1 with N 6= N1, but FN

′
1�OR = f .)

45Note there is no F ∈ EU with crit(F ) = κN0 and λ(F ) = η, since otherwise N is past
superstrong.

46 U ||δ is passive, because η is the largest cardinal of U ||δ and by Footnote 45.
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Remark 5.7. It is not immediate that the P-construction P is well-defined, as
we have defined it directly as the largest premouse with the above properties,
and one also needs one small observation to see that, if well-defined, then P is
unique (and appropriately locally definable).

Consider instead defining P |α and P ||α by recursion on α. Note that j̄ =
j�κ+N

0 ∈ U |η ⊆ U |δ, so j̄ is available as a parameter when making definitions
over U ||β for some β ≥ δ, and j̄ is also in the generic extension (P ||β)[N |δ].

Now given P ||β for all β < α, α a limit, (all P ||β sound), we get a premouse
P |α satisfying “δ is Woodin”. Suppose U ||α is active with F . We need to see
that we get a premouse P ||α, fine structurally equivalent with U ||α (modulo
the generic). We need to in particular see that there is a unique premouse P ||α
with the right properties. If crit(FU ||α) = κ0, existence is not immediately
clear, and will be verified in Lemma 5.8. Uniqueness and the manner in which
FP ||α is determined, requires a short argument. We have P |α and can compute

FP ||α�rg(j̄), and rg(j̄) is cofinal in µ+(P |α) (where µ = κ
MTα0
0 = crit(FP ||α)). By

Fact 5.6 this (very locally) determines FP ||α. For the case that crit(FU ||α) > δ,
one makes the usual P-construction observations, although the generic equiva-
lence here involves the parameter j̄.

Overall we maintain level by level that

P |β is ∆
U |β
1 ({P |δ, j̄}),

P ||β is ∆
U ||β
1 ({P |δ, j̄}),

uniformly in β > δ (and recalling P |δ = M(T )), and also that

U |β =∗δ (P |β)[U |δ] and U |β is ∆
(P |β)[U |δ]
1 ({U |δ, j̄}),

U ||β =∗δ (P ||β)[U |δ] and U ||β is ∆
(P ||β)[U |δ]
1 ({U |δ, j̄}),

uniformly in β, where (P |β)[U |δ] is a generic extension, which for definability
purposes has has P |β available as a predicate (and similarly for P ||β), and where
=∗ means that U |β is the premouse which extends U |δ, followed by the small

forcing extension of extenders E in EP |β or EP ||β+ when crit(E) > δ, and the
extender determined by E ◦ j̄ otherwise, and also that the usual fine structural
correspondence holds between the two sides (employing an extender algebra
name for j̄).

Lemma 5.8. Let T be P-illustrative on M , via ΣM , and b = ΣM (T ), and let
U be as in Definition 5.3. If T is short let Q = Q(T , b), and otherwise let
Q = MTb . Then PU (M(T )) = Q.

Proof. Let δ = δ(T ). Working in V , we “compare the phalanx Φ(T , Q) with the
phalanx ((M, δ), U), modulo the generic at δ”. That is, in the “comparison”,
we only use extenders indexed above δ, with least disagreements determined
by the restrictions of extenders to the ordinals, and after composing extenders
E overlapping δ on the Φ(T , Q) side with j̄ (notation as above). That is, we
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define normal padded trees U on Φ(T , Q) and V on ((M, δ), U), with both
corresponding to trees on M via ΣM ,47 and such that, given (U ,V)�(α + 1),

letting γ > δ be least such that E = FM
U
α ||γ 6= ∅ or F = FM

V
α ||γ 6= ∅ and either:

– crit(E) = µ and E ◦ j�κ+M
0 6= F �κ+M

0 , or

– crit(E) > µ (so crit(E) > δ) and E�OR 6= F �OR, or

– E = ∅ 6= F ,

then EUα = E and EVα = F (and the comparison terminates if there is no such
γ > δ). We need to see that this comparison is trivial, i.e. no extenders are
used. So suppose otherwise.

Claim 1. The comparison terminates in set length.

Proof. Note that if EUβ overlaps δ then MUβ+1 is proper class and

κ
MUβ+1

0 = λ(EUβ )

is a cutpoint of MUβ+1, so U�[β+1,∞) is above λ(EUβ ). Therefore there is at most
one such β. Likewise for V. But the comparison after these overlaps becomes
standard comparison modulo the small generic at δ, so the usual argument then
shows that the comparison terminates.

So say we get lh(U ,V) = α+ 1.

Claim 2. At least one of the trees U ,V uses an extender overlapping δ.

Proof. Suppose otherwise. Suppose OR(MUα ) = OR(MVα ); the other case is sim-
ilar. Then the level-by-level translation process described in 5.7 works between
MUα and MVα , and we get fine structural correspondence above δ. Suppose that
OR(MUα ) < OR. Let A be either the core of MUα if ρω(MUα ) > δ, and otherwise

47For ((M, δ), U), the notation means that the exchange ordinal associated to M is δ, so in
fact, since δ < lh(EV0 ), and δ is a strong κ0-cutpoint of U , if crit(EVα ) < δ then crit(EVα ) = κ0.
If U = M then we V is directly equivalent to a tree on M via ΣM . If U = Ult(M,E) where
E ∈ EM and crit(E) = κ1, then a simple instance of normalization produces the tree V ′ on

M , via ΣM , corresponding to V: If V�β is above δ but based on U |λ+U = U |κ+U1 , then V ′�β
is the tree on M , via ΣM , which uses the same extenders and has the same tree structure
as does V�β. Note that because η, δ are strong κ0-cutpoints of U , and by the Mitchell-

Steel ISC, E’s natural length ν(E) ≤ η, so ρ
M||lh(E)
1 ≤ η, so for each α + 1 < β such that

predV (α + 1) = 0 and α + 1 /∈ DU , we have that V ′ drops in model and degree at α + 1 to

(M∗V
′

α+1,degV
′

α+1) = (M ||lh(E), 0); V�β and V ′�β otherwise agree in drop and degree structure,
and so their models and embeddings agree in a simple manner. If V�β is as above but [0, β]V

does not drop and κ
+MVβ
1 < lh(EUβ ), then V ′ uses first F (MV

′
β ) as an extra extender, and

note then that MVβ = MV
′

β+1. Since κ
MVβ
1 is a κ0-cutpoint of MVβ , if V�[β, γ) is above κ

MVβ
1

then V�[β, γ) is directly equivalent to V ′�[β + 1, γ′) where γ′ = γ + 1 or γ = γ in the obvious
manner. Finally if ξ is least such that crit(EVξ ) = κ0 (either with ξ < β or β < ξ as above)

then V,V ′ are again directly equivalent thereafter.
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the δ-core of MUα . Let B be likewise from MVα . Let π, σ be the core maps re-
spectively. Then by the fine structural correspondence and forcing calculations,

rg(π) ∩OR = rg(σ) ∩OR,

so ORA = ORB . But also, the core maps preserve the fact that the level-by-level
translation works, so B =∗δ A[M(T )] etc (with fine structural agreement up to
the relevant level). But we had A EMUγ and B EMVγ for some γ, and either EUγ
or EVγ came from EA+ or EB+ respectively, a contradiction. So OR(MUα ) = OR, so
there is no dropping on main branches, and T is maximal. But now we can just
replace “δ-core” with the hull of δ∪I , where I is the class of indiscernibles of
MUα , or equivalently, MVα , and run the analogous argument, using that Q,U are
δ-sound (if U 6= M , this is because η is a strong κ0-cutpoint of U , and hence if
U = Ult(M,E) where E ∈ EM with crit(E) = κ1, then ν(E) ≤ η, where ν(E)
is the natural length of E).

Now let β be least such that EUβ or EVβ overlaps δ. The following claim is
the most central issue:

Claim 3. Not both of EUβ , E
V
β overlap δ.

Proof. Suppose F = EVβ overlaps δ. Then F �κ+M
0 is a restriction of the iteration

map
M∞ →MUlt(M,F )

∞ .

Similarly, supposing E = EUβ overlaps δ, E�OR is a restriction of the iteration
map

M
MTα0∞ →M

Ult(MTα0
,E)

∞ ,

so E ◦ j�κ+M
0 is the restriction of the iteration map

M∞ →M
Ult(MTα0

,E)
∞ .

So it suffices to see that

M
Ult(MTα0

,E)
∞ =MUlt(M,F )

∞ , (24)

as then E ◦ j�κ+M
0 = F �κ+M

0 , contradicting the disagreement of extenders. But
(24) holds because

(MUβ |lh(E))[M |δ] =∗δ M
V
β |lh(F ),

since δ < λ(E) = λ(F ) and E,F constitute the least disagreement.

Now assume for notational simplicity that EUβ overlaps δ; the other case is
very similar. Note that:

– [0, β + 1]U does not drop in model, and

– U�[β + 1, lh(U)) is above λ(EUβ ).
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As in the proof of Claim 2 we get:

Claim 4. Neither (T , b) ̂ U nor V drops on its main branch.

It easily follows that there is γ > β such that EVγ overlaps δ. We have

β + 1 ∈ bU and γ + 1 ∈ bV . Let I = IMUα = IMVα . Let λ = λ(EUβ ), so

κ+M
0 < δ < λ < λ(EVγ ),

so Fλ = EVγ �λ is a non-whole segment of EVγ , by the ISC and smallness of M .
Let

HU = cHullM
U
α (λ ∪I ) and HV = cHullM

V
α (λ ∪I ),

and πU , πV the uncollapses. Then κH
U

0 = λ because HU = MUβ+1 (and note

iUβ+1,α = πU ). Similarly, HV = Ult(M,Fλ), but λ < iMFλ(κ0) = κH
V

0 since Fλ
is not whole. But since δ < λ, we also have πU�OR = πV�OR, so πV(λ) =

πU (λ) = κ
MUα
0 = κ

MVα
0 , so λ = κH

V

0 , contradiction.

We now want to consider similar P-constructions internal to V1, and also
iterates of V1 and their generic extensions.

Definition 5.9. Let V be a non-dropping ΣV1
-iterate of V1. Let T be an

iteration tree on V . We say that T is dl-somewhat-relevant (dsr) iff there are
T0,V ′, T1 such that:

1. T is short-normal,

2. T has lower and upper components T0, T1 respectively, T0 has successor
length, bT0 does not drop, V ′ = MT0

∞ , and T1 (on V ′) is above γV ′ ,

3. for each β + 1 < lh(T1), δV ′

0 is the unique Woodin of MT1

β |lh(ET1

β ).

Note that every dl-somewhat-relevant tree on V is based on V |δV
1 . a

Easily:

Lemma 5.10. Let V be a non-dropping ΣV1
-iterate of V1. Let T on V be via

ΣV and δ1-maximal. Then T is dsr.

Definition 5.11. For a non-dropping ΣV1-iterate V of V1, write ΣV ,sh for the
restriction of ΣV to δ1-short trees, and Σdsr

V ,sh for the restriction of ΣV ,sh to dsr
trees. a

Definition 5.12. Let V be a non-dropping ΣV1
-iterate of V1. Let T be an

iteration tree on V . Let P ∈ V and g be (V ,P)-generic. Say T is P-suitable for
V [g] iff there are T0,V ′, T1, E1, U,E0, η, δ, λ such that:

(a) g is (V ,P)-generic and T ∈ V [g],

(b) T is short-normal with lower and upper components T0, T1 respectively,
V ′ = MT0

∞ exists and bT0 is non-dropping, and T1 is based on V ′|δV ′

1 ,
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(c) T is via ΣV ,

(d) either

(i) E1 = ∅ and U = V , or

(ii) E1 ∈ EV is short and V -total, crit(E1) = κV
1 and U = Ult(V , E1),

(e) P ∈ U |κU1 and T ′ ∈ (U |κU1 )[g] where T ′ on V |δV
1 is equivalent to T ,

(f) either

(i) E0 = ∅ and T0 is trivial (so V ′ = V ), or

(ii) E0 ∈ EV is long, γV < lh(E0) and the lower component T0 of T is
just the (successor length) short-normal tree corresponding to E0 (so
V ′ = Ult(V,E0)),

(g) δV ′

0 < η < κU1 and η is a strong δV
0 -cutpoint of U , η is a U -cardinal,

P ∈ U |η, and if E1 6= ∅ then κV
1 < η,

(h) T has limit length, η < δ = δ(T ) < κU1 , η is the largest cardinal of U |δ, T
is definable from parameters over (U |δ)[g], and (U |δ, g) is BM(T )

δδV ′
0

-generic

over M(T ).

Say T is dl-relevant (for V ) iff T ∈ V is δ1-maximal (hence dsr) P-suitable, as
witnessed by E1 = ∅. a

Definition 5.13. Let V be a non-dropping ΣV1
-iterate of V1. Let g be set-

generic over V . Let T ∈ V [g] be P-suitable for V [g], as witnessed by U, T0.
Then PU,g(M(T )) denotes the P-construction P of U [g] over M(T ), using EU ,
computed analogously to that in Definition 5.4; so when F = FU ||α 6= ∅ and
F is long, then E = FP ||α is determined by demanding E ◦ j̄ ⊆ F , where
j̄ = iT0

0∞�δ
V
0 . a

It is now straightforward to deduce a version of Lemma 5.8 for dsr P-suitable
trees T ∈ V1 on V1, by translating them to trees on M and applying 5.8.
Combined with the minimal inflation method used for M , this allows us to
compute the δ1-short tree strategy for V1 inside V1, and also the models for
forming the second direct limit system. However, before we proceed to this,
we want to also consider the analogous issues for iterates V of V1 (and generic
extensions V [g] thereof). The argument given above does not immediately
adapt to such iterates V in general, because (i) V need not be as sound as V1,
and (ii) V need not correspond appropriately to an iterate of M . To deal with
these possibilities, we will adjust somewhat the conclusion and argument for
Lemma 5.8, in Lemma 5.16 below. Also note that it is not immediate that P-
suitability and dl-relevance are first-order over V (or V1), because of the demand
that T be via ΣV . We will address this issue also, in a manner similar to that
for M .
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5.1.2 DSR trees on iterates of V1

To deal with issue (ii) mentioned above, it turns out we can replace the use
of M (or some iterate thereof) with an Mswsw-like generic extension N of V
(together with such an extension of a related iterate V1; see below). It inherits
iterability (above κN0 ) from the corresponding iterate of V1:

Lemma 5.14. Let V be a non-dropping ΣV1
-iterate of V1. Let g be LV -generic

and N an Mswsw-like premouse such that N =∗ V [g] and V = V N
1 . Let

I = I V . Then:

1. N is (0,OR)-iterable with respect to trees T with lh(ET0 ) > κN0 .

2. I is the class I N of Silver indiscernibles for N (with respect to the
generator set κV

1 = κN1 ). If V is η-sound where δV
0 ≤ η then N is η-

sound. If V is δV
0 -sound then N is κN0 -sound.

Proof. Part 1: Let P / N with ρPω = κN0 . Then P is (0,OR)-iterable with
respect to trees T with lh(ET0 ) > κN0 , because κN0 is a cutpoint of P , and
letting E ∈ EV be long, E extends to E+ ∈ EN , and E+(P ) is above-λ(E)-
(0,OR)-iterable, since iterating E+(P ) above λ(E) is equivalent to iterating
V ||OR(E+(P )) above λ(E).

So we may assume that κ+N
0 = δV

0 < lh(ET0 ), and so γV < lh(ET0 ). Consider
translatable trees T on N . We get an iteration strategy for such trees induced
by ΣV , and the resulting iterates of N,V are related according to Lemma 4.64.
Now suppose T �(α+ 1) is translatable, and let U on V be its translation to V ,
but T �(α+2) is not translatable. Then α is a limit ordinal and a limit of stages

when U uses a long extender, and lh(ETα ) < δ
MUα
0 . But then T �[α,∞) is just a

tree on some P / MTα where ρPω = κ
MTα
0 , and κ

MTα
0 is a cutpoint of P , and this

P is also iterable above κ
MTα
0 , like in the previous paragraph.

Part 2: By genericity, I form indiscernibles forN . Note that V is κV
1 -sound.

Let η ∈ [δV
0 , κ

V
1 ] be least such that V is η-sound. Note that N = HullN1 (I ∪η).

So I N = I . Finally suppose η = δV
0 , so N = HullN1 (κ+N

0 ∪ I ). But also

HullV1 (I ) is cofinal in δV
0 and V is definable over N , so HullN1 (κN0 ∪ I ) is

cofinal in κ+N
0 and transitive below κ+N

0 , hence contains all of κ+N
0 , and hence

all of N .

Definition 5.15. Under the hypotheses of Lemma 5.14, let ΦN⊇V be the above-
κN0 -strategy for N induced by ΣV as in the proof of the lemma. (Note that the
components of this strategy which do not translate to a tree on V , i.e. on one
of the projecting structures P in the proof, are uniquely determined by P .) a

Lemma 5.16. Let V be a ΣV1-iterate of V1. Let S be the short-normal tree

on V1, via ΣV1 , with last model V . Let V̄ = cHullV1 (I V ∪ δV
1 ) and ¯̄V =

cHullV1 (I V ∪ δV
0 ). Then

1. V̄ = MSα for some α ∈ bS , and S�[α,∞) is equivalent to a tree on V̄ via

ΣV̄ , V̄ |δV̄
1 = V |δV

1 , and V̄ is δV̄
1 -sound. Likewise for ¯̄V and δV

0 .
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Let P ∈ V and g be (V ,P)-generic. Let T ∈ V [g], on V , be dsr-P-suitable and
b = ΣV (T ), and U, η, δ as in Definition 5.12. Let T̄ be the tree on V̄ equivalent
to T . If T is δ1-short let Q̄ = Q = Q(T , b), and otherwise let Q = MTb and

Q̄ = M T̄b = cHullQ1 (I Q ∪ δ).

Let P = PU,g(M(T )). If P is set-sized let P̄ = P and otherwise let P̄ =
HullP1 (I U ∪ δ) and π : P̄ → P be the uncollapse. Then:

2. P̄ = Q̄

3. if T is δ1-maximal then δ = (η+)U (and P, P̄ are proper class),

4. if P̄ 6= P then P is an above-δ, ΣQ̄-iterate of Q̄ (and hence a ΣV1
-iterate

of V1) and π is the iteration map, so π“I Q̄ = I P = I V .

Proof (sketch). Part 1: This is straightforward and left to the reader.
Part 2: We will prove this by considering a comparison of two phalanxes.

It will take a little work to define the phalanxes and describe their relevant
properties.

Let S = S0 ̂S1 ̂S2 where S0 is the lower component of S, S1 ̂S2 the upper

component, with S1 based on MS0
∞ |δ

MS0
∞

1 and S2 above δ
MS1
∞

1 . Then ¯̄V = MS0
∞

is δ
¯̄V

0 -sound and S1 is above γ
¯̄V , and is via Σ ¯̄V , and V̄ = MS1

∞ is δV̄
1 -sound and

S2 is via ΣV̄ .

Let V + be an Mswsw-like generic extension of V with V = V V +

1 , and such
that V +, g are mutually V -generic. Let gV + ⊆ LV be the generic filter. Since

LV = L ¯̄V is below crit(iS1 ̂ S2
0∞ ), we have L ¯̄V = LV and gV + is also ( ¯̄V ,L ¯̄V )-

generic, and extends uniquely to an Mswsw-like generic extension ¯̄V + of ¯̄V with
¯̄V = V

¯̄V +

1 ; note ¯̄V +|κ+ ¯̄V +

0 = V +|κ+V +

0 . Lemma 5.14 applies to ( ¯̄V +, ¯̄V ),

so S1 ̂ S2 translates to a tree S+
1 ̂ S+

2 on ¯̄V +, via Φ ¯̄V +⊇ ¯̄V , and note that

V + = M
S+

1 ̂ S+
2∞ .

Let E0, E1 ∈ EV be as in Definition 5.12. Let E+
i ∈ EV +

with lh(E+
i ) =

lh(Ei) (or E+
i = ∅ = Ei). Let ¯̄U+

0 = Ult( ¯̄V +, E+
0 ). Since ¯̄V + is κ

¯̄V +

0 -sound, ¯̄U+
0

is κ
¯̄N ′

0 -sound. (Note ¯̄U+
0 need not be ⊆ V +.)

Let U+ = Ult(V +, E+
1 ), if E1 6= ∅, and U+ = V + otherwise. Since η is a

δU0 -strong cutpoint of U and U |δ has largest cardinal η, so is δ, and δ is also a

κU
+

0 -strong cutpoint of U+. Let Ū+ = HullU
+

1 (I U+ ∪δ). Letting π : Ū+ → U+

be the uncollapse, note that δ < crit(π) (as δ ≤ (η+)U
+

and δ is a strong κU
+

0 -

cutpoint), and δ is a κŪ
+

0 = κU
+

0 -strong cutpoint of Ū+, and Ū+ is δ-sound.
Note that if P is proper class then δ = δP1 = δP̄1 , P is a ground of U+[g] via the
extender algebra at δ (to reach U [g]) followed by some smaller forcing (to reach

U+[g]), δ = η+U , I P = I U = I U+

,

OR ∩ rg(π) = OR ∩HullR1 (I R ∪ δ) is independent of R ∈ {P,U, U+},
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P̄ is δ-sound, and letting Ū = cHullU1 (I U ∪ δ), then P̄ ⊆ Ū [g] ⊆ Ū+[g] are
related as are P ⊆ U [g] ⊆ U+[g], so P̄ = PŪ (M(T )), etc.

Let Q+ = MT
+

b ||ORQ where T + ̂ b is the translation of T ̂ b to a tree on

V +. Let Q̄+ = Q+ if Q has set size, and Q̄+ = HullQ
+

1 (I Q ∪ δ) otherwise.
Write T = T0 ̂T1 for the lower and upper components of T , and T + = T +

0 ̂T +
1

correspondingly. Note that we can rearrange T + as a tree ¯̄T + = ¯̄T +
0 ̂ ¯̄T +

1 on
¯̄V + with ¯̄T +

0 equivalent to T +
0 (so M

¯̄T +
0∞ = ¯̄U+

0 ), and ¯̄T +
1 given by normalizing

a stack equivalent to (j“S1, T +
1 ), where j : ¯̄V + → ¯̄U+

0 is the iteration map and

j“S1 is the minimal j-copy of S1. If Q is set size then Q̄+ = Q( ¯̄T +, b) and

otherwise Q̄+ = M
¯̄T +

b . Note that Q̄+ is δ-sound.

Now compare the phalanx (( ¯̄U+
0 , δ), Q̄

+) versus the phalanx (( ¯̄V +, δ), Ū+),
“above δ, modulo the generic at δ and translation for overlapping extenders”,
just like in the proof of Lemma 5.8, using Φ ¯̄V +⊇ ¯̄V to iterate the phalanxes (a

little bit of normalization shows this works). Because ¯̄U+
0 is κ

¯̄U+
0

0 -sound and
¯̄V + is κ

¯̄V +

0 -sound and Q̄+, Ū+ are δ-sound, essentially the same proof as before
shows that the comparison is trivial, which gives P̄ = Q̄.

We leave part 3 to the reader.
Part 4, sketch:48 Suppose P̄ 6= P ; then P is proper class and Ū 6= U .

Letting S ′ = S ̂ E1 if E1 6= ∅, and S ′ = S otherwise, we have U = MS
′

∞ . Now
it need not be that Ū is MS

′

α for some α, but this is almost the case. In fact,
because δ is a δU0 -strong cutpoint of U , we get the following: Let α be least
such that lh(ES

′

α ) > δ. Then there is a unique tree S∗ extending S ′�(α+ 1) and
such that ES

∗

α+i 6= ∅ iff [0, α + i]S∗ drops, and if non-empty, ES
∗

α+i = F (MS
∗

α+i),

and MS
∗

∞ = Ū . Moreover, U is a ΣŪ -iterate of Ū , via a tree S̃ which is a
straightforward translation of S�[α,∞) via a little normalization (in [13] there

are similar kinds of calculations, though here it is easier). But S̃ is above δ+ 1.
Therefore it translates to a tree S† on P̄ whose last model is P . We have Q̄ = P̄

is an iterate of V1 and δ = δQ̄1 . But by the smallness of M , and since S† is

above δQ̄1 and does not drop on its main branch, it must be via ΣQ̄ (that is, P

has nothing remotely resembling a Woodin cardinal > δQ̄1 , so the Q-structures
at limit stages are of S† are trivial). This completes the sketch.

5.1.3 Definability of ΣV ,sh and (variants of) MTb

We consider first the question of whether V1 can define its own extender sequence
over its universe. We don’t know whether this is the case or not, but in this
direction:

Lemma 5.17. We have:

1. V1|δV1
0 is definable over the universe of V1.

2. V1 is definable over its universe from the parameter M∞|κM∞0 .

48We don’t really need this part of the lemma, but it is convenient to have it.
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Proof. Part 1: Since V1|δV1
0 =M∞|δM∞0 and these have the same V

δ
V1
0

, this is

an easy corollary of Remark 3.2 (and its proof).
Part 2: Let U be the universe of V1. Recall that U is closed under ΣM∞

for maximal trees T via ΣM∞,sh. Since δ∞ is Woodin in V1, ΣM∞(T ) is in
fact the unique T -cofinal branch in V1, for such T . Moreover, by the (local)
definability of the short tree strategy and of maximality, M∞|κM∞0 can define
the collection of trees in M∞|κM∞0 which are maximal via ΣM∞,sh. Therefore

working in U , from parameter M∞|κM∞0 , N =MM∞∞ |δM∞∞ can be computed.
But then the branch through the tree fromM∞|δ∞ to N can be computed, and
hence also eV1 also. Therefore we can compute Ult(U, eV1), which is the universe
of Ult(V1, e

V1) = VM∞1 (by Lemma 4.47). But VM∞1 [M∞|κM∞0 ] =̂M∞, so we
can identify the universe ofM∞, so by Remark 3.2, we can identifyM∞ itself.
But from e, we therefore compute ∗, hence M∞[∗], and hence V1, by Lemma
4.47.

Lemma 5.18. Let V be a non-dropping ΣV1
-iterate of V1. Let λ ∈ OR with

λ ≥ δV
0 and P ∈ V |λ+V and g be (V,P)-generic.49 Then V is definable over the

universe of V [g] from the parameter x = V |λ+V .

Proof. This is an immediate corollary of Lemma 5.17 and ground definability
(from the parameter P(P)).

Lemma 5.19. Let V be a ΣV1
-iterate of V1. Let λ ≥ δV

0 , let P ∈ V |λ and g
be (V ,P)-generic. Let x = V |λ+V . Then:

1. V [g] is closed under Σdsr
V ,sh and Σdsr

V ,sh�V [g] is definable over the universe
of V [g] from the parameter x (hence lightface V -definable if g = ∅).

2. The notions

(a) dsr,

(b) δ1-short/δ1-maximal dsr via ΣV ,

(c) dsr-P-suitable, and

(d) dl-relevant,

are each definable over V [g] from x (hence lightface V -definable if g = ∅).

3. For each δ1-maximal (hence dsr) P-suitable tree T ∈ V [g], as witnessed
by U , letting T̄ be the equivalent tree on V̄ = cHullV1 (I V ∪ δV

1 ) (which
is via ΣV̄ ) and b = ΣV̄ (T̄ ), we have

M T̄b = cHull
PU,g(M(T ))
1 (I U ∪ δ(T )).

Therefore letting η be least such that V is η-sound (so η ≤ κV
1 ), if η ≤ δ =

δ(T ) then M T̄b = PU,g(M(T )) and the function T 7→ M T̄b (with domain
all such T with η ≤ δ(T )) is definable over the universe of V [g] from the
parameter (x, η) (hence from η over V if g = ∅).

49When we deal with such generic extensions of such V (here and later), we allow g to
appear in some set-generic extension of V , as opposed to demanding g ∈ V .
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4. Suppose g = ∅. Then for each δ1-maximal tree T ∈ V via ΣV , with
lh(T ) < κV

1 , letting T̄ be as in part 3, there is a dl-relevant tree X ∈ V ,
on V , and such that, letting X̄ be likewise, then M X̄c is a ΣM T̄b

-iterate of

M T̄b , where b = ΣV̄ (T̄ ) and c = ΣV̄ (X̄ ).

Moreover, the definability is uniform in V , x, and hence preserved by iteration
maps.

Proof Sketch. Part 3 is an immediate consequence of Lemma 5.16.
Parts 1, 2: For simplicity we assume g = ∅, but the general case is very

similar. Let T ∈ V be dsr of limit length and via ΣV ; we will determine
whether T is δ1-short or δ1-maximal, and if δ1-short, compute ΣV (T ). Let
T = T0 ̂ T1 with lower and upper components T0, T1 respectively. Let E0 ∈ EV

be long with γV < lh(E0) and T0 ∈ V |λ′ where λ′ = lgcd(V ||lh(E0)). Let

T̃ = T̃0 ̂ T̃1 where T̃0 is the successor length tree corresponding to E0, and

letting k : MT0
∞ → M T̃0

∞ be the iteration map (recall this is known to V ), T̃1 is

the minimal k-copy of T1 (so T̃ is also via ΣV , by [14, ***10.3, 10.4]). It suffices

to compute ΣV (T̃ ). So instead assume that T is itself in the form of T̃ .
Let E1 ∈ EV be V -total with crit(E1) = κV

1 and T ′ ∈ V1|λ where λ = λ(E1)
and and T ′ is the tree on V |δ1 equivalent to T . Let U = Ult(V , E1). Let η < λ
be a strong δV

0 -cutpoint and cardinal of U with T ′ ∈ U |η. Now working in U ,

form a minimal inflation X of T ′1 , first iterating the least measurable > δ
MT0∞
0

out to η, and then folding in EU -genericity iteration. Now X is dsr (the issue
being that we do not introduce new Woodin cardinals below the index of some
EXβ , condition 3 in the definition of dsr (see 5.9)), because T is dsr and the
inflationary extenders are only being used for genericity iteration (and the linear
iteration at the start). The remaining details of the minimal inflation and overall
process are as sketched in §4.2 (but the minimal variant, which is essentially the
same), using that ΣV has minimal inflation condensation, by Lemma 4.84 and
[14, ***Theorem 10.2].

Part 4 follows from the proof of part 2 in the case that T is δ1-maximal,
since by [14], both the conversion from T to T̃ and minimal inflation yields a
correct iterate.

Definition 5.20. Let V be a non-dropping ΣV1 -iterate of V1, and g be V -
generic. Let V − = V |δV

1 . Then ΣV − denotes the strategy for V − induced
by ΣV , and ΣV −,sh denotes its restriction to δ1-short trees, and Σdsr

V −,sh its

restriction dsr-δ1-short trees.50 Also if R is a non-dropping ΣV1
-iterate of V1,

and R− ∈ V [g] is a ΣV − -iterate of V −, then Σ
V [g]
R−,sh and (Σdsr

R−,sh)V [g] denote

the restrictions of ΣR−,sh and Σdsr
R−,sh to trees in V [g].

Let T ∈ V [g] be P-suitable for V [g], as witnessed by U . LetR = PU,g(M(T ))

(so R is a V [g]-class and is a ΣV1
-iterate of V1). Then Σ

V [g]
R,sh and (Σdsr

R,sh)V [g]

50Note that if V ,V ′ are both such and V − = (V ′)−, then we get the same strategy for V −

induced by ΣV and ΣV ′ .
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denote the restriction of ΣR to δ1-short and dsr-δ1-short trees in V [g], respec-
tively.51 a

Lemma 5.21. Let V be a ΣV1
-iterate of V1, λ ≥ δV

0 , P ∈ V |λ and g be (V ,P)-
generic. Let x = V |λ+V . Let T ∈ V [g] be a δ1-maximal tree on V −, via ΣV − ,
and if T is P-suitable for V [g] then let R = PU,g(M(T )), where U is as above.
Then:

1. V [g] is closed under (Σdsr
M(T ),sh)V [g] and (Σdsr

M(T ),sh)V [g] is definable over

V [g] from (T , x), uniformly in T ; hence likewise for (Σdsr
R,sh)V [g] for δ1-

maximal P-suitable trees T ∈ V [g].

2. The notions

– dsr, and

– δ1-short/δ1-maximal dsr via ΣM(T ),

applied to trees in V [g] on M(T ), are definable over V [g] from (T , x),
uniformly in T .

3. Suppose T is P-suitable. Let T ′ be the tree on V − iterating out to
M(T ) = R−. Let U ′ ∈ V [g] be on R− and via (Σdsr

R−,sh)V [g]. Then the

stack (T ′,U ′) normalizes to a tree on V − via (Σdsr
V −,sh)V [g].

Moreover, the definability is uniform in V , x, and so preserved by the itera-
tion maps.

Lemma 5.16 suffers from a significant drawback, which is that it is restricted
to dsr trees. In [16] there is a generalization of this to arbitrary trees, but
this involves a further modification of the P-construction, given by merging the
preceding methods with ∗-translation. We now summarize the key consequences
of this, also proven in [16], which we will need later.

Lemma 5.22. Lemmas 5.19 and 5.21 both remain true after striking out every
instance of the term dsr.

Note that that parts parts 3 and 4 of Lemma 5.19 are not actually modified
by striking out dsr, because all δ1-maximal trees are dsr anyway.

5.2 The second direct limit system

We now define a system of uniform grounds for V1, and the associated Varsovian
model V2. This is analogous to the construction of V1 in §4, albeit slightly more
involved. For the most part it is similar, and so we omit details and remarks
which are like before. We use the results of §5.1, and in particular the modified
P-construction, dsr δ1-short tree strategies, etc.

51So in the case that T is P-suitable, Σ
V [g]
M(T ),sh

and Σ
V [g]
R,sh are equivalent, as are

(Σdsr
M(T ),sh

)V [g] and (Σdsr
R,sh)V [g].
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5.2.1 The external direct limit system Dext
1

Definition 5.23. Let U1 be the V1-class of all dl-relevant iteration trees (Def-
inition 5.9). Define

d1 = {V1|δV1
1 } ∪ {M(U)

∣∣ U ∈ U1 is non-trivial}.

For p ∈ d1, set Pp = PV1(p) (P-construction as in Definition 5.13). Write
F1 = {Pp | p ∈ d1}. Define � on d1 and on F1 and maps πpq = iPpPq for p � q
as in §4. a

By Lemma 5.19, (d1, 〈Pp〉p∈d1
) is lightface V1-definable, as are U1 and F1.

Lemma 5.24. � is a directed partial order, is lightface V1-definable, and the
associated embeddings commute: if P � Q � R then iQR ◦ iPQ = iPR.

Proof Sketch. For the definability, that � is partial order, and the commuta-
tivity, see the proof of Lemma 4.8. For directedness, let T ,U ∈ U1, with lower
and upper components T0, T1 and U0,U1 respectively. Let E0, F0 ∈ EV1 with
be V1-total with crit(E0) = crit(F0) = κ0 and such that T0,U0 correspond to
E0, F0 respectively. We may assume lh(E0) ≤ lh(F0), so if E0 6= F0 then in
fact lh(E0) < λ(F0). Therefore MU0

∞ is a (possibly trivial) iterate of MT0
∞ .

Let j : MT0
∞ → MU0

∞ be the iteration map. Let T ′1 be the minimal j-copy of
T1. Now proceed with a pseudo-comparison of U0 ̂ T ′0 and U intertwined with
pseudo-genericity-iteration, as in Lemma 4.8.

Define the external direct limit system Dext
1 = (P,Q, iPQ : P � Q ∈ F1).

We have (ug1), (ug2), (ug3), (ug4), (ug5), (ug6), (ug18), and write

(Mext
∞1, (iP∞ : P ∈ F1)) = dirlim Dext

1 . (25)

Let P ∈ F1. Then V1|δP1 is (P,BP
δP1 δ

P
0

)-generic and hence P [V1|δ] =∗δ V1, so

P is a ground for V1 via the extender algebra BδP1 δP0 (at δP1 , using extenders

with critical point ≥ δP0 (hence > δP0 )). Thus:

Definition 5.25. For P ∈ F1, let τP1 be the canonical class BδP1 δP0 -name for
V1, like in Definition 4.9, but incorporating the appropriate conversion for the
overlapping extenders (note the generic filter determines V1|δP0 , which in turn
determines the “key” to this conversion). a

Lemma 5.26. (ug19) holds: for each P ∈ F1, cP1 = d1∩dP1 is dense in (dP1 ,�P )
and dense in (d1,�), and �P �cP1 = ��cP1 .

Proof. Let P ∈ F1. That �P �cP1 = ��cP1 is by Lemma 5.21. So let Q ∈ F1

and R ∈ FP
1 . We must find S ∈ F1 ∩FP

1 with Q,R � S. Let TP = TP0 ̂ TP1

be the maximal tree leading from V1 to P , with lower and upper components
TP0, TP1 respectively, and likewise for R, and let TPQ, TPQ0, TPQ1 be likewise
for Q in P . Let E0 ∈ EV1 be long with lh(E0) < κ1 be lh(E0) sufficiently
large that P,Q,R are all translations of one another above some γ < λ(E0)
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and the various trees are in V1|λ(E0). Letting EP0 ∈ EP and ER0 ∈ ER with
lh(EP0 ) = lh(ER0 ) = lh(E0), then ER0 , E

P
0 are translations of E0, so Ult(V1, E0),

Ult(P,EP0 ) and Ult(R,ER0 ) agree through their common least Woodin lh(E0)

(but not above there if P 6= V1, as Ult(V1, E0) is δ
Ult(V1,E0)
0 -sound, whereas then

the others are not). Let σ ∈ P be a BδP1 δP0 -name for Q, and let p1 ∈ BδP1 δP0 be

the Boolean value of the statement “τP is V1-like and σ ∈ F τP

1 ”. Working in
P , we will form a Boolean-valued comparison/genericity iteration of Ult(P,EP0 ),
Ult(R,ER0 ) and all interpretations of Ult(σ, Fσ||lh(E0)) below p1, much as in the
proof of Lemma 4.10 (in particular incorporating Boolean-valued τP1 -genericity).
However, because we have not yet established that V1 knows its own δ1-short
tree strategy, we cannot quite argue as for Lemma 4.10. Thus, we tweak the
comparison as in the following sketch (the process will be use an idea from [22,
§7]; see especially [22, Corollary 7.5 and Theorem 7.3 (Claim 8)]).

We define a BδP1 δP0 -name for a padded tree U̇ on σ, and define padded trees T
on Ult(P,EP0 ) and V on Ult(R,ER0 ), recursively on length in the usual manner
for comparison. Given (names for) the trees up to length α+1, we will also have
some condition qα, with qα ≤ q0 = p1. Let qα+1 be the Boolean value, below qα,

of the statement “the least disagreement between M U̇α and MTα and MVα , if it
exists, involves a dsr extender” (that is, satisfying condition 3 of Definition 5.9).
We then take the least forced disagreement working below qα+1, and use this
index and genericity iteration considerations to determine the next extender, etc.
Given everything through some limit stage γ, which is short, the strategies Σdsr

·,sh
determine branches (as required), and set qγ to be the infimum of 〈qα〉α<γ . The
rest is as usual. The conditions qα are always non-zero, and in fact qα ∈ g where
g is the generic adding V1|δP0 , because U̇g, T ,V are then correct trees on R,P,Q,
which were themselves iterates via dsr trees, and by the analysis of comparison
in [14, ***§8], the least disagreement must be an ultrapower-image of one of
the extenders used in those dsr trees, and hence be itself appropriate for dsr.
Because we rule out the use of non-dsr extenders, the Q-structure(s) Qξ used
in the trees at limit stages ξ do not overlap δ(T �ξ) (except possibly with long
extenders). They also agree with one another (in T ,V and all interpretations

of U̇), and no extenders in EQξ+ are used later in the comparison (in particular
for genericity iteration). This is because in P and in P [g′], the trees are P-
suitable, and the Q-structures are produced by P-construction, and because of
the agreement between P,V1, they are therefore identical.

5.2.2 The internal direct limit system D1

We adapt Definition 4.11 in the obvious manner, to which we refer the reader
for details:

Definition 5.27. Work in V1. Define (weak) s-iterability for P ∈ F1 and
s ∈ [OR]<ω\{∅} as in 4.11. If P is s-iterable and s ⊆ t and Q is t-iterable

with P � Q, then likewise for γPs , HP
s and πPs,Qt : HP

s → HQ
t . Define strong

s-iterability as before.
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Let F+
1 = {(P, s)

∣∣ P ∈ F and P is strongly s-iterable}, and similarly let

d+
1 = {(P |δP1 , s)

∣∣ (P, s) ∈ F+
1 }. The order � on d+

1 is determined by (ug8).
Define � on F+ likewise. Clearly if (P, s) � (Q, t) � (R, u) then

πPs,Ru = πQt,Ru ◦ πPs,Qt.

Define the system D1 = (HP
s , H

Q
t , πPs,Qt : (P, s) � (Q, t) ∈ F+

1 ).
Given P ∈ F1 and s ∈ [OR]<ω, recall that s is P -stable iff πPQ(s) = s for

every Q ∈ F1 with P � Q. a

Remark 5.28. As in Remark 4.12, s-iterability actually implies strong s-
iterability.

The following lemma yields properties (ug7), (ug8), (ug9), (ug10), (ug11),
(ug12), (ug13), (ug14), (ug15), (ug16):

Lemma 5.29. We have:

(a) if P ∈ F1 and s ∈ [OR]<ω\{∅} and s is P -stable, then (P, s) ∈ F+
1 and

(P, s) is true (see Definition 2.1).

(b) (F+
1 ,�) is directed – for (P, s), (Q, t) ∈ F+

1 there is (R, u) ∈ F+
1 with

(P, s) � (R, u) and (Q, t) � (R, u) (note u = s ∪ t suffices).

(c) D1 is lightface V1-definable.

Definition 5.30. Noting that I V1 = IM is a club class of generating indis-
cernibles for V1, define I P = iV1P “I V1 whenever P is a non-dropping iterate
of V1. a

For the following, see the proof of Lemma 4.15:

Lemma 5.31. For each P ∈ F1, P is {α}-stable for every α ∈ IM = I P .
Therefore property (ug17) holds, as witnessed by some s ∈ [IM ]<ω.

We can now (working in V1) define the direct limit

(M∞1, πPs,∞ : (P, s) ∈ F+
1 ) = dirlim D1, (26)

and the associated ∗-map ∗1. This notation is somewhat cumbersome, so let
us also write N∞ =M∞1, and we will often write ∗ instead of ∗1, where there
should be no cause for confusion. By Lemmas 2.3 and 2.5, χ : N∞ → N ext

∞ is the
identity and N∞ = N ext

∞ . Property (ug20) holds as if P ∈ F1 and Q̄ ∈ dP1 ∩ d1

then PP
Q̄

= PP (Q̄) = PV1(Q̄), because EP is a translation of EV1 above δP1 ).

And (ug21) again holds if s is P -stable.
So we have established (ug1)–(ug21). For the remaining properties set δ =

δV1
1 and B = BV1

δδ
V1
0

(for the witnesses to those properties in §2). This gives

(ug22). Recall we defined τP in Definition 5.25. Write δ1∞ = iV1∞(δ1) = δN∞1

(replacing the notation δ∞ of §2). As for Lemma 4.16:

Lemma 5.32. We have:
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1. For each V1-stable α ∈ OR and each P ∈ F1, letting and g be the P -
generic filter for BP

δP1 δ
P
0

given by V1|δP1 , then iV1P (τV1�α)g = V1|α. More-

over, V1 =̂ P [g] =̂ P [V1|δP1 ].

2. (ug24) holds.

3. κM1 = κV1
1 is the least measurable cardinal of N∞.

4. κ+M
1 = κ+V1

1 = δ1∞.

5.2.3 The second Varsovian model as N∞[∗]

Definition 5.33. Recall that ∗1 is the ∗-map associated to the preceding con-
struction. We define the structure

N∞[∗1] = (L[N∞, ∗1],N∞, ∗1); (27)

that is, with universe L[N∞, ∗1] and predicates N∞ and ∗1. However, as men-
tioned above, we will often abbreviate ∗1 with ∗, hence writing N∞[∗].

Note this structure has the universe of the abstract Varsovian model of §2.
Essentially by §2, we have the elementary maps

π∞1 : N∞ → NN∞∞ ,

π+
∞1 : N∞[∗1]→ NN∞∞ [∗N∞1 ],

where NN∞∞ is computed in N∞ just as N∞ is computed in V1, and ∗N∞1 is
the ∗-map as computed in N∞. Recall ∗1 ⊆ π∞1 ⊆ π+

∞1, and these maps are
lightface definable over V1. a

We next point out that NN∞∞ is a ΣN∞-iterate of N∞ and π∞1 is the correct
iteration map. We also want to generalize this to other iterates of V1.

Definition 5.34. Given a V1-like Vsp N , let DN
1 andNN

∞ be defined over N just
as D1, N∞ are defined over V1, and likewise ∗N1 , πN∞1, (π

+
∞1)N . If N is a correct

iterate of V1, also define (N ext
∞ )N (the external direct limit) relative to N , as for

V1: given a maximal tree T ∈ UN1 (considered as a tree on N), let b = ΣN (T )
and MT = MTb , and let (N ext

∞ )N be the direct limit of these models MT under
the iteration maps. If in fact MT = PNM(T ) (the model indexed by M(T ) in the

covering system DN
1 ) for each such T , then define χN : NN

∞ → (N ext
∞ )N as in

§2. a

Lemma 5.35. Let N be a δN1 -sound, non-dropping ΣV1
-iterate of V1.

Then MT = PN (M(T )) = PNM(T )
52 for each T ∈ UN1 , NN

∞ = (N ext
∞ )N and

χN = id, and NN
∞ is a δ

NN∞
1 -sound, non-dropping ΣN -iterate of N , and hence is

a ΣV1-iterate of V1. Moreover,

πN∞1 : NN
∞ → N

NN∞∞

52Recall that the notation is P(M(T )) for P-construction over M(T ), and PM(T ) for the
model of D1 indexed at M(T ).
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is the iteration map according to ΣNN∞ . This holds in particular for N = V1 and

for N = N∞, so NN∞∞ is a correct iterate of N∞, and π∞1 is the iteration map.

Proof. This is just Lemma 5.16 and a consequence thereof, and by standard
arguments.

Like with M , working in N∞[∗1�δ∞1] we can compute π+
∞1, so N∞[∗1] has

universe

L[N∞, ∗1�δ∞1] = L[N∞, ∗1] = L[N∞, π∞1] = L[N∞, π+
∞1].

5.2.4 Uniform grounds of V1

Lemma 5.36. Write ε = δ1∞. We have:

1. V
N∞[∗1]
ε = V N∞ε .

2. ε is (the second) Woodin in N∞[∗1] (and δN∞0 the first).

3. Property (ug23) of uniform grounds holds forN∞[∗1] at ε; that is,N∞[∗1] �“ε
is regular and B∞ is ε-cc”. Moreover, N∞[∗1] �“B∞ is a complete Boolean
algebra”.

Proof. Part 1: As usual we have ∗1 � η ∈ N∞ for every η < ε. Now NN∞∞ [∗N∞1 ]
is a class of N∞ and

π+
∞1 : N∞[∗1]→ NN∞∞ [∗N∞1 ]

is elementary. Let A ∈ P(OR) ∩N∞[∗1]. Then π+
∞1(A) ∈ N∞. So if A ⊆ η < ε

then N∞ can compute A from the set π+
∞1(A) and the map π+

∞1�η = ∗1�η. The
remaining parts are now as in Lemma 4.30.

So by Theorem 2.16, N∞[∗1] is a ground of V1.

5.3 The second Varsovian model as the strategy mouse V2

Let j :M∞|δ∞ → N∞|δN∞0 be the restriction of the ΣM∞ -iteration map. Note
that for each ν > κ1, if F = FV1||ν 6= ∅ is long, then κ1 < λ(F ) and N∞|δN∞0

is definable in the codes over V1|κ1, and hence in N∞|δN∞0 ∈ V1|λ. Moreover,
letting P = Ult(V1, F ) ↓ 0, we have δP0 = lh(F ) and P |δP0 is an iterate of
N∞|δN∞0 . In this circumstance let

kν : N∞|δN∞0 → P |δP0

be the iteration map. Now define FV1
>κ1

as the class of all tuples (ν, α, β) ∈ OR3

such that ν > κ1, F = FV1||ν 6= ∅ and either

– F is short (so κ1 ≤ crit(F )) and F (α) = β, or

– F is long and kν(α) = β.

Lemma 5.37. FV1
>κ1

is lightface definable over N∞[∗1].
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Proof. Write ∗ for ∗1. Let (ν, α, β) ∈ OR3 with ν > κ1. Let F ′ = FN∞||ν
∗
. We

claim that (ν, α, β) ∈ FV1
>κ1

iff either

– F ′ 6= ∅ is short and F ′(α∗) = β∗, or

– F ′ 6= ∅ is long and F ′(α) = β∗ (the argument to F ′ is α, not α∗!),

and moreover, if F 6= ∅ then F is short iff F ′ is short. This is proved like in
Lemma 4.24, but the case that F is long is uses the modified P-construction.

Lemma 5.38. Let L = LN∞[∗1](κ1) (Definition 2.11, for adding a subset of κ1).
Then V1|κ1 is L-generic over N∞[∗1] and N∞[∗1][V1|κ1] =̂ V1.

Proof. This follows from Lemma 4.24 almost like in the proof of Lemma 4.38,
using the fact that N∞|δN∞0 and the iteration map j used above are definable
(in the codes) over V1|κ1, and hence available to N∞[∗1][V1|κ1].

We now adapt Definition 4.39, presenting the second Varsovian model as a
strategy mouse V2 analogous to V1. The sequence EV2 will have two kinds of
long extenders, corresponding to δN∞0 and δN∞1 :

Definition 5.39. Write γV2
0 = γN∞ and γV2

1 = (κN∞1 )+N∞ . Note that

κ1 < δN∞0 < γV2
0 < κ+V1

1 = δN∞1 < γV2
1 .

Define the structure
V2 = (L[EV2 ];∈,EV2),

with segments V2||ν = (Jν [EV2�ν];∈,EV2�ν,EV2
ν ) and their passivizations V2|ν,

recursively in ν as follows:

EV2
ν =


EN∞ν if ν < γV2

1

π∞1�(N∞|δN∞1 ) if ν = γV2
1

EV1
ν �(V2|ν) if ν > γV2

1 and EV1
ν is short,

kν�(N∞|δN∞0 ) if ν > γV2
1 and EV1

ν is long,

(28)

and with EV2 = {(ν, x, y) : EV1
ν 6= ∅ and y = EV1

ν (x)} and EV2�ν as usual. (We
verify well-definedness in Lemma 5.41.)

Definability etc over V2 has the predicate EV2 available by default.
Write eV2

i = EV1

γ
V2
i

for i = 0, 1. a

The fine structural concepts for segments of V2 are defined directly as for
segments of V1 (Definition 4.40). The next two lemmas are direct adaptations
of Lemmas 4.41, 4.42 respectively:

Lemma 5.40. Let V̄ = V2||γV2
1 . Then:

(a) L = LN∞[∗1](κ1) is Σ1-definable over V̄ .

(b) V̄ is isomorphic to a structure which is definable without parameters over
V1|κ+V1

1 .
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(c) V̄ is sound, with ρV̄
ω = ρV̄

1 = δ1∞ and pV̄
1 = ∅.

(d) ORV̄ < ξ0, where ξ0 is the least ξ > κ+V1
1 such that V1|ξ is admissible.

Therefore V2||ν is passive for every ν ∈ (γV2
1 , ξ0].

Lemma 5.41. Let g = gV1|κ1
be the (N∞[∗1],L)-generic determined by V1|κ1.

For every ν ∈ OR:

1. V2|ν and V2||ν are in N∞[∗1],

2. V2|ν and V2||ν are sound,

3. Suppose ν ≥ ξ0 and let E = FV2||ν and E′ = FV1||ν .53 Then

(a) L ∈ V2|ν and g is (V2|ν,L)-generic,

(b) (V2|ν)[g] =∗ V1|ν,54

(c) (V2||ν)[g] =∗ V1||ν,

(d) if E′ 6= ∅ and crit(E′) > κ1 then V2||ν satisfies the usual premouse
axioms with respect to E (with Jensen indexing; so E is an extender
over V2|ν which coheres EV2|ν , etc),

(e) if E′ 6= ∅ and crit(E′) = κ1 then E is a long (δ1∞, ν)-extender over
N∞ and

Ult(N∞|δ1∞, E) = iV1

E′(N∞|δ1∞) = NUlt(V1,E
′)

∞ |iV1

E′(δ1∞)

is a lightface proper class of V2|ν, uniformly in such ν, and

(f ) if E′ 6= ∅ and E′ is long then E is a long (δN∞0 , ν)-extender over N∞
and

Ult(N∞|δN∞0 , E) = iV1

E′(V1|δV1
0 ) =MUlt(V1,E

′)
∞ |iV1

E′(δ
V1
0 )

is a lightface proper class of V2|ν, uniformly in such ν.

Remark 5.42. Here the notation =∗ is like in Remark 4.43, except that when
E′ is long, we have E′ = E ◦ j, instead of E ⊆ E′; recall j is encoded into g.
An analogous consideration applies to the proof of part 4 in the next lemma;
cf. Lemmas 4.44 and 4.47 and their proofs:

Lemma 5.43.

1. N∞[∗1] and V2 have the same universe.

2. Ult(V2, e
V2
1 ) = V N∞2 .

3. V2 is a lightface class of N∞[∗1].

4. N∞[∗1] is a lightface class of V2.
53Also, M |θM0 and V1||γV1 are “generically equivalent in the codes”, and letting

f : (θM0 , ξ0)→ (γV1 , ξ0)

be the unique surjective order-preserving map, then M |α = M ||α are likewise equivalent with
V1|f(α) = V1||f(α) for all α ∈ dom(f), but we will not need this.

54The notation is explained in 5.42.
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5.4 Iterability of N∞|δ1∞ in V1 and V2

Adapting Definition 4.54:

Definition 5.44. Let V be a non-dropping ΣV1
-iterate of V1. For P ∈ FV

1 let

HP = HullP1 (δP1 ∪I V ),

P̄ its transitive collapse and πP̄P : P̄ → P the uncollapse map. Recall here
that by Lemma 5.16, P̄ is a δP̄1 -sound ΣV1

-iterate of V1. Define (N ext
∞ )V as the

direct limit of the iterates P̄ such for P .
Recall that V is automatically κV

1 -sound. Let α ∈ OR and P ∈ FV
1 . We

say that α is (P,FV
1 )-stable iff whenever P � Q ∈ FV

1 , we have α ∈ HQ and

πQ̄Q ◦ iP̄ Q̄ ◦ π−1
P̄P

(α) = α. a

Adapting Lemmas 4.21, 4.22, 4.55, 4.56 and 4.57 and their proofs (and using
that non-dropping ΣV1

-iterates of V1 are always κV
1 -sound), we have:

Lemma 5.45. Let V be a non-dropping ΣV1
-iterate of V1 and V̄ be the δV

1 -core
of V . Let N = NV

∞ . Then:

1. For each P � Q ∈ FV
1 , we have HP ∩OR ⊆ HQ ∩OR.

2. For each α ∈ OR there is P ∈ FV
1 such that α is (P,FV

1 )-stable.

3. IN∞ = I V1 and iV1N∞�I
V1 = id = ∗1�I V1 ,

4. IN
V
∞ = I V and ∗V1 �I V = id,

5. N = NV
∞ = iV1V (N∞) = (N ext

∞ )V is a δN1 -sound ΣV̄ -iterate of V̄ . More-
over, N = (N ext

∞ )V iff V̄ = V iff N is a ΣV -iterate of V iff V is δV
1 -sound.

6. Let V ′ be a non-dropping ΣV -iterate V with V |κV
1 / V ′. Then

(a) NV ′

∞ is a ΣNV
∞

-iterate of NV
∞ , and

(b) iV V ′�NV
∞ is just the ΣNV

∞
-iteration map NV

∞ → NV ′

∞ .

7. NN∞ is a δ
NN∞
1 -sound ΣN -iterate of N and ∗V1 ⊆ πV

1∞ : N → NN∞ is the
ΣN -iteration map.

Recall that ΣV ,V |α denotes the restriction of ΣV to trees based on V |α.

Write (NV
∞)− = NV

∞ |δV
1∞.

Lemma 5.46. Let V be a non-dropping ΣV1 -iterate of V1. Then:

(a) V is closed under ΣNV
∞ ,(NV

∞)− and ΣNV
∞ ,(NV

∞)−�V is lightface definable
over V .
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(b) Let λ ≥ δV
0 , let P ∈ V |λ, and g be (V ,P)-generic (with g appearing in

some generic extension of V ). Then V [g] is closed under ΣNV
∞ ,(NV

∞)− and
ΣNV

∞ ,(NV
∞)−�V is definable over the universe of V [g] from the parameter

x = V |λ+V , uniformly in λ.55

Moreover, the definability is uniform in V , x.

Proof. By Lemma 5.18, we can define V from x in V [g], and uniformly so. To
compute the δ1-short tree strategy (for NV

∞) and determine δ1-maximality, use
Lemma 5.22 (recall this involves ∗-translation). The computation of branches
at δ1-maximal stages is like in the proof of Lemma 4.18, using Lemmas 5.45 and
3.11 (or arguing as in Footnote 27 in place of Lemma 3.11).

By Lemma 4.84 and [14, ***Theorem 10.2], ΣNV
∞

has minimal inflation
condensation. So like in Remark 4.19, it follows that V [g] can also compute
the tail strategy ΓNV

∞ ,(NV
∞)− for stacks on NV

∞ , based on (NV
∞)− (restricted to

stacks in V [g]), as in fact

ΓNV
∞ ,(NV

∞)− = (ΣNV
∞ ,(Σ

V
∞)−)stk.

Similarly:

Lemma 5.47. V2 is closed under ΣV2,V
−
2

and ΣV2,V
−
2
�V2 is lightface definable

over V2.

Proof. To compute the δ0-short and δ1-short tree strategies in V2, proceed much
as in the proof of Lemmas 5.46 and 4.45, naturally adapted to V2. Since V2 is
a ground of V1 via LV2 and because of the correspondence between EV2 , EV1

and EM , we can perform the relevant P-constructions above γV2
1 using EV2 in

the natural way. For δ0-maximal and δ1-maximal trees, we use the 0-long and
1-long extenders in EV2 as usual.

5.5 2-Varsovian strategy premice

Definition 5.48. For a V1-like V , we define the lightface V -classes NV
∞ , ∗V1 ,

N∞[∗1]V and V V
2 over V just as the corresponding classes are defined over V1.

Also given a V1-like V and V̄ E V with κ+V
1 ≤ ORV̄ , we define V V̄

2 by

recursion on ORV̄ by setting V
V ||(κ+V

1 +α)
2 = V V

2 ||(γ + α), where γ = γ
V V

2
1 .

Noting that this definition is level-by-level, we similarly define V V̄
2 (κ) whenever

V̄ is a V1-small Vsp such that γV̄
0 exists and κ is an inaccessible limit of δV̄

0 -

cutpoints of V̄ and κ < ORV̄ , level-by-level (starting by defining V
V̄ |κ+V̄

2 as

V2||γV1
1 is defined (in the codes) over V1|κ+V1

1 ). We will often suppress the κ

from the notation, writing just V N̄
2 . a

55Regarding trees /∈ V , cf. Footnote 26.
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We now want to axiomatize structures in the hierarchy of V2 to some ex-
tent, just like for V1, adapting Definitions 4.49, 4.51 and 4.52. These are very
straightforward adaptations, and the reader could fill it in him/herself, but be-
cause they are reasonably detailed, we write them out for convenience:

Definition 5.49. A base 2-Vsp is an amenable transitive structure V = (P∞, F )
such that in some forcing extension there is P such that:

1. P, P∞ are 1-Vsps which model ZFC−, γP0 < ORP and γP∞0 < ORP∞ , and
P, P∞ are V1-small (that is, P has no active segments satisfying “There
are δ′1, κ

′
1 such that γP0 < δ′1 < κ′1 and δ′1 is Woodin and κ′1 is strong”, and

likewise for P∞).

2. P has a unique Woodin cardinal δP1 > γP0 and a largest cardinal κP1 > δP1 ,
and κP1 is inaccessible in P and a limit of δP0 -cutpoints of P ; likewise for
P∞,

3. ORP = δP∞1 , κP1 is the least measurable of P∞ and V P
2 = cHullV1 (δP∞1 ),

4. NP∞
∞ (defined over P∞ like N∞|γV2

1 is defined over V1|κ+V1
1 ) is well-

defined, and has least measurable κP∞1 and second Woodin δ
NP∞∞
1 = ORP∞ ,

5. NP∞
∞ |δ

NP∞∞
1 is obtained by iterating P∞|δP∞1 , via a short-normal tree T of

length δ
NP∞∞
1 ,

6. F is a cofinal Σ1-elementary (hence fully elementary) embedding

F : P∞|δP∞1 → NP∞
∞ |δ

N∞P∞
1 ,

and there is a T -cofinal branch b such that F ⊆ iTb , and iTb (δP∞1 ) = δ
NP∞∞
1

(so b is intercomputable with F , and note that by amenability of V , F is
amenable to P∞, and hence so is b),

7. ρV
1 = δP∞1 = ORP and pV

1 = ∅ (so C1(V ) = V P
2 ) and δP∞1 is Woodin in

J (C1(V )), as witnessed by EP∞ .

8. P is (J (C1(V )),LV )-generic, where LV is defined over V as L above was
defined over V2||γV2

1 . a

Remark 4.50 carries over directly.

Definition 5.50. A 2-Varsovian strategy premouse (2-Vsp) is a structure

V = (J E
α ,E, F )

for some sequence E of extenders, where either V is a premouse or a 1-Vsp, or:

1. α ≤ OR and V is an amenable acceptable J-structure,

2. V has at least two Woodin cardinals, the least two of which are δV
0 < δV

1 ,
and has an initial segment V ||γ which is a base 2-Vsp,
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3. δV
1 < γ, so δV

1 is the second Woodin of V ||γ,

4. if F 6= ∅ and γ < ORV then either:

(a) V satisfies the premouse axioms (for Jensen indexing) with respect
to F , and γ < crit(F ), or

(b) V satisfies the 1-Vsp axioms for a long extender, i.e. clause 4b of
Definition 4.51, for giving an iteration map on (the premouse) V |δV

0 ,
or

(c) i. V pv = (J E
α ,E, ∅) � ZFC−,

ii. V has largest cardinal µ, which is inaccessible in V and a limit
of δV

0 -cutpoints of V (where δV
0 -cutpoint applies to both short

extenders and long extenders over V |δV
1 )

iii. N = NV pv

∞ is a well-defined, and satisfies the axioms of a 1-
Vsp with δN1 existing (but N is possibly illfounded), and N is
(ORV + 1)-wellfounded, with δN1 = ORV ,

iv. N|δN1 is a proper class of V pv has least measurable µ,

v. F is a cofinal Σ1-elementary embedding F : V |δV
1 → N|δN1 ,

vi. N|δN1 is pseudo-iterate of V |δV
1 , via short-normal tree T , and

there is a T -cofinal branch b such that F ⊆ iTb (hence b is
amenable to V and inter-definable with F over V pv),

5. each proper segment of V is a sound 2-Vsp (defining 2-Vsp recursively),
where the fine structural language for active segments is just that with
symbols for ∈,E, F ,

6. some p ∈ LV = LV ||γ forces that the generic object is a 1-Vsp P of
height δV

1 with V P
2 = V ||γ, and there is an extension P to a 1-Vsp P+

such that V P+

2 = V (so P+ is level-by-level definable over V , via inverse
P-construction).

We write γV
1 = γ above (if V is not a 1-Vsp). a

Definition 5.51. A 2-Vsp V is V2-like iff it is proper class and in some set-
generic extension, V = V N

2 for some Mswsw-like premouse N . (Note this is
first-order over V .)

We write V2 ↓ 1 = N∞ and V2 ↓ 0 = N∞ ↓ 0. Let V be V2-like. We define
V ↓ 1 and V ↓ 0 analogously (first-order over V as in the proof of Lemma
5.43 part 4). In fact, let us define V ↓ i more generally, in the same first-order
manner, but allowing V to be illfounded, but V2-like with respect to first-order
properties. Also if N is a 1-Vsp, let N ↓ 1 = N . We write V − for (the 1-Vsp)
V |δV

1 . We write ΛV
i for the putative strategy for V ↓ i for trees based on V |δV

i ,
defined over V just as the corresponding restrictions of ΣV2↓i are defined over
V2, via the proof of Lemma 5.47.

We write V2 = V (N∞, ∗1) = V (N∞, ∗1�δ1∞) = V (N∞, eV2
1 ). Given a pair

(N, ∗′) or (N, ∗′�δ) or (N, e) where N is V1-like and the pair has similar first-
order properties as does (N∞, ∗1) or (N∞, ∗1�δ1∞) or (N∞, eV2

1 ) respectively, we
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define V (N, ∗′) or V (N, ∗′�δ) or V (N, e) analogously (via the proof of Lemma
5.43 part 3). a

5.6 Iterability of V2

In this subsection we will define a normal iteration strategy ΣV2 for V2 in V .

Definition 5.52. For i ≤ 1, an i-long extender is a (δV
i , δ)-extender over V ,

for some premouse, 1-Vsp or 2-Vsp V , and some δ. a

Definition 5.53. Let V be a V2-like 2-Vsp. A 0-maximal iteration tree T on
V of length λ ≥ 1 is a system with the usual properties for 0-maximality, except
that when ETα is a i-long extender, then then predT (α + 1) is the least β ≤ α

such that [0, β]T does not drop and δ
MTβ
i < lh(ETα ).

Iteration strategies and iterability for (such trees on) V2 are defined in the
obvious manner (one detail here is that if [0, α+ 1]T does not drop then MTα+1

is a (putative) 2-Vsp, including when ETα is 0-long). a

Definition 5.54. A short-normal tree on a V2-like 2-Vsp V is a 0-maximal
tree that uses no long extenders. Note that a short-normal tree is of the form
T0 ̂ T1 ̂ S, where T0 is based on V |δV

0 , either

(i) [T0 has limit length or bT0 drops] and T1 = S = ∅, or

(ii) T0 has successor length, bT0 does not drop and T1 is above γ
MT0∞
0 and based

on MT0
∞ |δ

MT0∞
1 ,

and if T1 6= ∅ then either

(i) [T1 has limit length or bT1 drops] and S = ∅, or

(ii) T1 has successor length, bT1 does not drop and S is above γ
MT1∞
1 .

Say that T0 ̂ T1 and S are the lower, upper components respectively, and Ti the
i-lower component. a

5.6.1 Condensation properties for full normalization

Definition 5.55. We define the notions (m+1)-relevantly condensing, (m+1)-
sub-condensing and n-standard for 2-Vsps just as for 1-Vsps (see Definition
4.70), replacing the role of premice there with 1-Vsps, and replacing δV

0 , γ
V
0

with δV
1 , γ

V
1 . a

By Lemma 4.71 and its proof we have the following, and Remark 4.72 carries
over directly:

Lemma 5.56. V2 is ω-standard. (Thus, we take V2-like to include ω-standard.)
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5.6.2 Tree translation from V1 to V2

Definition 5.57. Let V be V1-like. We define 1-translatable trees T on V like
in Definition 4.60, with 0 replaced by 1 as appropriate, but add the demand
that T uses no 0-long extenders.

Let T on V be 1-translatable. The 1-translation of T is the tree on V V
2

defined just as in Definition 4.62. a

Remarks 4.61 and 4.63 carry over directly, replacing 0 with 1 as appropriate.
Likewise Lemma 4.64 and its proof:

Lemma 5.58. Let T on V be 1-translatable, where V is V1-like. Then:

1. The 1-translation U of T exists and is unique.

2. MUα = V
MTα

2 and γ
MUα
1 < OR(MUα ) for all α < lh(T ).

3. iUαβ = iTαβ�M
U
α for all α <T β such that (α, β]T does not drop.

4. M∗Uα+1 = V
M∗Tα+1

2 for all α+ 1 < lh(T ).

5. i∗Uα+1 = i∗Tα+1�M
∗U
α+1 for all α+ 1 < lh(T ).

5.6.3 Trees based on N∞|δN∞1

Toward defining ΣV2 , we first consider trees on V2 based on V −2 = N∞|δN∞1 ,
adapting Definition 4.65:

Definition 5.59. Write Σsn
N∞,V −2

for the strategy for N∞ for short-normal trees

based on V −2 , induced by ΣN∞ . Let ΨV2,V
−
2

denote the putative strategy for

short-normal trees on V2 based on V −2 , induced by Σsn
N∞,V −2

. This makes sense

by Lemma 5.36. a

Remark 4.66 adapts routinely. We now partially adapt Lemma 4.68, but

omit the clause “and in fact, ΛM
U
α ⊆ ΣMTα ”, as we will prove this in more

generality later, in Lemma 5.68. The proof of the rest is a direct adaptation:

Lemma 5.60. ΨV2,V
−
2

yields wellfounded models. Moreover, let T be on N∞,

via Σsn
N∞,V −2

, and let U be the corresponding tree on V2 (so via ΨV2,V
−
2

). Let

πα : MTα →MUα ↓ 1 ⊆MUα

be the natural copy map (where π0 = id). Then:

(i) [0, α]T drops iff [0, α]U drops.

(ii) If [0, α]T drops then MTα = MUα = MUα ↓ 1 (cf. Remark 4.66 adapted ).

(iii) If [0, α]T does not drop then MTα = MUα ↓ 1 and MUα = V (MTα , `) where

` : MTα → N
MTα∞ is the correct iteration map,
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(iv) πα = id; therefore, iTα ⊆ iUα .

Definition 5.61. Given a non-dropping ΨV2,V
−
2

-iterate V of V2, let ΨV ,V −

be induced by ΣV ↓1 just as ΨV2,V
−
2

is induced by ΣN∞ (this makes sense by

Lemma 5.60). a

5.6.4 Short-normal trees on V2

Definition 5.62. Let V be a (possibly dropping, putative) iterate of V2, via a
short-normal tree T ̂ S with lower and upper components T ,S. We say that
V is good iff T is via ΨV2,V

−
2

, V is wellfounded and for every i-long E ∈ EV
+ ,

MV |lh(E)
i∞ = P |δPi for some ΣV ↓i-iterate P of V ↓ i, and E is the corresponding

iteration map.
Say that a (partial) iteration strategy Ψ for V2 is good iff all putative iterates

via Ψ are good. a

We now extend ΨV2,V
−
2

to a good short-normal 0-maximal strategy Ψsn for

V2. We first deal with trees based on V ||γV
1 :

Definition 5.63. Write Ψ
V2,γ

V2
1

for the putative strategy Ψ for V2, for short-

normal 0-maximal trees based on V2||γV2
1 , as follows:

1. ΨV2,V
−
2
⊆ Ψ, and

2. given T via ΨV2,V
−
2

, of successor length α+1, where [0, α]T does not drop,

and given a putative 0-maximal tree U on MTα ||γ
MTα
1 , which is above δ

MTα
1 ,

then T ̂ U is (equivalent to a tree) via Ψ iff there is a tree U ′ on MTα ↓ 1,
via ΣMTα ↓1, with the same extenders and tree order as U . a

We adapt Lemma 4.75:

Lemma 5.64. Ψ
V2,γ

V2
1

is a short-normal 0-maximal strategy (hence yields well-

founded models). Moreover, let T ̂ U and U ′ be as in Definition 5.63, with
U 6= ∅. Then:

1. MU0 = MTα ||γ
MTα
1 and degU0 = 0,

2. MU
′

0 = MTα ↓ 1 and degU
′

0 = 0, so (MU0 )pv = MU
′

0 |κ
+MU

′
0

1 ,

3. for 0 < β < lh(U), β ∈ DUdeg ⇔ β ∈ DU
′

deg, and degUβ = degU
′

β ,

4. if 0 < β < lh(U) and [0, β]U drops then MUβ = MUβ′ ,

5. if 0 < β < lh(U) and [0, β]U does not drop then (MUβ )pv = MU
′

β |κ
+MU

′
β

1 ,

6. if 0 < β + 1 < lh(U) and [0, β + 1]U drops then M∗Uβ+1 = M∗U
′

β+1 and

i∗Uβ+1 = i∗U
′

β+1,
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7. if 0 < β + 1 < lh(U) and [0, β + 1]U ′ does not drop then i∗Uβ+1 ⊆ i∗U
′

β+1,

8. if 0 ≤ β < lh(U) and [0, β]U does not drop then MU
′

β is a (κ
MU
′

β

1 -sound)

ΣMTα ↓1-iterate ofMTα ↓ 1,NMU
′

β
∞ is a δN

MU
′

β
∞

1 -sound ΣMTα ↓1-iterate ofMTα ↓ 1,

Ult(MTα ↓ 1, F (MTβ )) = NMU
′

β
∞

and F (MTβ ) is the extender of the ΣMTα ↓1-iteration map.

Therefore if T ,U each have successor length, then MT ̂ U
∞ is good with respect

to extenders indexed ≤ γ
MT ̂ U
∞

1 (or all extenders in E+(MT ̂ U
∞ ), if bT ̂ U

drops).

Proof. The (last) “therefore” clause is because ΣV1
is good. The rest of the

proof is like for Lemma 4.75 (although we did not yet prove that ΨV2,V
−
2

is

good, Lemma 5.60(iii) does give the instance of this with respect to FV ||γV
1 ,

where V = MTα , which is enough to prove part 8 as in Lemma 4.75).

We now prove a couple of variants of the branch condensation lemma 3.11
for trees on V1:

Lemma 5.65. Let T ,U be short-normal on V1, via ΣV1
, based on V1|δV1

1 , with

T of limit length, U successor length with bU non-dropping and δ(U) = δ
MU∞
1 .

Let G be V -generic. Let b, k ∈ V [G] where b is a non-dropping T -cofinal branch
with iTb (δV1

1 ) = δ(T ) and and

k : MTb |δ
MTb
1 →MU∞|δ

MU∞
1

is elementary with k ◦ iTb = iU0∞�(V1|δV1
1 ). Then b = ΣV1

(T ).

Proof. We may assume b, k ∈ V . Let V = MTb . Let α ∈ b be least with either

α+ 1 = lh(T ) or δ
MTα
0 < crit(iTαb). So V̄ = MTα is δV̄

0 -sound and T �[α,∞) is on

V̄ , above δV̄
0 . Let β ∈ bU be analogous for U .

Define π : V → MU∞ in the natural way, extending k, like in Lemma 3.11.
Also define k̄ : V̄ →MUβ analogously. So k̄�δV

0 ⊆ k.

The phalanx P = ((V̄ , δV̄
0 ),V , δ(T )) is iterable, via lifting trees with (k̄, k).

Let c = ΣV1
(T ) and Qc = Q(T , c) be the Q-structure, or Qc = MTc if

iTc (δV1
1 ) = δ(T ). Let Q be the phalanx ((V̄ , δV̄

0 ), Qc, δ(T )), which is also iter-
able.

Let V̄ + be a generic expansion of MTα (so V̄ + is an Mswsw-like premouse

and V̄ = V V̄ +

1 ). Then T �[α,∞) can be translated to a tree T + on V̄ +, which is

above κ+V̄ +

0 . Let V + = MT
+

b and Q+
c = Q(T +, c) or Q+

c = MT
+

c accordingly.
Then the phalanxes

P+ = ((V̄ +, κV̄ +

0 + 1),V +, δ(T )) and Q+ = ((V̄ +, κV̄ +

0 + 1), Q+
c , δ(T ))
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are iterable, since trees on them translate to trees on P,Q. Note that V̄ + is
κV̄ +

0 -sound, and V +, Q+
c are δ(T )-sound. But then comparing P+ versus Q+

gives b = c.

Lemma 5.66. Let T ,U be short-normal dsr trees on V1, via ΣV1
, based on

V1|δV1
1 , with T ,U of limit length. Suppose there is α < lh(T ) such that [0, α]T

does not drop and T �[α,∞) is above δ
MTα
0 , and there is an analogous such

β < lh(U); fix the least such α, β. Let c = ΣV1
(U). Suppose that if c is non-

dropping then δ(U) < δ
MUc
1 . Let G be V -generic. Let b ∈ V [G] where b is a

T -cofinal branch such that if b is non-dropping then δ(T ) < δ
MTb
1 . Let k ∈ V [G]

be such that
k : Q(T , b)→ Q(U , c)

is elementary and k ◦ iTb �(V1|δV1
0 ) = iUc �(V1|δV1

0 ). Then b = ΣV1
(T ).

Proof. This is via a straightforward variant of the proof of Lemma 5.65, noting
that because T is dsr, Q(T , b) can only overlap δ(T ) with long extenders.

It turns out that the method we used to define Ψsn
V1

is not so well suited to
V2. Instead we proceed as follows:

Definition 5.67. Ψsn
V2

denotes the (putative) short-normal strategy Ψ for V2,
defined as follows. Firstly, Ψ

V2,γ
V2
1
⊆ Ψ. Secondly, let T be via ΨV2,V

−
2

, of

successor length, such that bT does not drop, and V = MT∞. We define the
action of Ψ on above-γV

1 trees on V .
Let P = V ↓ 1 = iV2V (N∞), so (by Lemma 5.60) P is a ΣN∞-iterate of N∞

and P ⊆ V . Let e = FV ||γV
1 . Let (and by Lemma 5.43)

iVe : V → Ult(V , e) = V P2

be the ultrapower map. Let Λ be the above-γ
V P2
1 strategy for V P2 determined

by translating above-κ+P
1 (hence 1-translatable) trees on P via ΣP . Then for

above-γV
1 trees U on V , T ̂ U is via Ψ iff U is via the minimal iVe -pullback of

Γ. a

Lemma 5.68. Ψsn
V2

is good.

Proof. Clearly Ψsn
V2

is well-defined and yields wellfounded models. So let T ̂ U
be via Ψsn

V2
, as in Definition 5.67, and V , P, e, ie = iVe be as there. Let ie“U

be the minimal ie = iVe -copy of U to a tree on V P2 . Let W = MT ̂ U
∞ and

γW
1 ≤ α ≤ ORW be such that W ||α is active with an i-long extender. Let

W ′ = Ult0(W ||α, e). By Lemma 5.56, W ′ EM ie“U
∞ .

Now FW ′ is a correct iteration extender (via ΣNP∞) based on NP∞|δ
NP∞
i . For

let U ′+ be the translation of ie“U to a tree on P, and W ′+ = MU
′+

∞ ||ORW ′ . If

i = 1 (so crit(FW ′+) = κP1 ) the correctness of FW ′ is by Lemma 5.45 part 6
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applied to P and P ′ = Ult(P, FW ′+) and iPP′ . If i = 0 (so FW ′+ is long) it is

because ΣV1
is good (so FW ′+ is correct) and how V P2 is defined.

Let S be the limit length tree leading from P|δPi toMW ||α
i∞ , and S ′ likewise,

so S ′ = j(S) where j = i
W ||α,0
e is the ultrapower map. Let R be the successor

length tree leading from P|δPi to NP∞|δPi (given by e�(P|δPi )). We know that S ′

is via the short tree strategy for NP∞|δ
NP∞
i , and FW ′ yields the branch ΣNP∞(S ′).

We claim the same holds for S and FW ||α; that is, S is via the δi-short tree
strategy for P ↓ i, and FW ||α yields b = ΣP(S).

For if i = 0, the Q-structure used in S for the limit stage S�η does not
overlap δ(S�η), and is embedded by j into an iterable Q-structure used in S ′.
And if i = 1, it is likewise through the 0-lower component of S (until reaching

δ
M(S)
0 ), and above there, Lemma 5.66 applies to the normalizations of (T ,S�η)

and (T ,R, j(S�η)), using a restriction of j as the map k. (Here T and T ̂R can
be δ1-maximal, but one should literally apply Lemma 5.66 to the short-normal
trees T ′ on V1, iterating to M(S�η), and U ′ on V1, iterating to M(j(S�η))).

Finally let b be the S-cofinal branch determined by FW ||α and b′ that de-
termined by FW ′ . Then we can apply Lemma 5.65 to (S, b) and the stack
(R, (S ′, b′)), using k = j�(M(S)). Therefore b is correct.

5.6.5 Normal trees on V2

Much like in Definition 4.82, it is now easy to see:

Lemma 5.69. There is a unique 0-maximal strategy Σ for V2 such that Ψsn
V2
⊆

Σ. We write ΣV2 = Σ. Every iterate of V2 via ΣV2 is a short-normal iterate of
V2 via Ψsn

V2
, and hence ΣV2

is good.

Remark 5.70. Consider a 0-maximal tree T on V2 and some limit λ < lh(T )
such that T uses 1-long extenders cofinally below λ. Then δ(T ) is the least

measurable of MTλ , and in particular δ(T ) < δ
MTλ
0 . Suppose ETλ is short with

crit(ETλ ) < δ
MTλ
1 and total over MTλ , or ETλ is 0-long. Then predT (λ + 1) = λ

and MTλ+1 = Ult(MTλ , E
T
λ ), and note that the short-normal tree U via Ψsn

V2

has δ(U) > lh(ETλ ). This could be unnatural; letting Uλ be the short-normal
tree with last model MTλ , it might be better to define 0-maximality by taking

β < lh(Uλ) least such that ETλ ∈ E
M
Uλ
β

+ , and defining MTλ+1 to be the model

produce by normally extending Uλ�(β+ 1) with ETλ . However, for our purposes
here, the more naive notion of 0-maximality suffices.

Lemma 5.71. Let V̄ be a non-dropping ΨV2,V
−
2

-iterate of V2, and V a non-

dropping ΨV̄ ,V̄ − -iterate of V̄ −. Let π : V̄ → V be the iteration map. Let Ψ̄ be

the above-δV̄
1 short-normal strategy for V̄ given by ΣV2

, and Ψ likewise for V .
Then Ψ̄ is the minimal π-pullback of Ψ (see [14, ***10.3, 10.4]).

Proof. Let T1 on V̄ be via the π-pullback of Ψ; we want to see that T1 is via Ψ̄.
Let X1 = π“T1, which is via Ψ. Let π′ = π�(V̄ ↓ 1). So π′ = iV̄ ↓1,V ↓1, also an
iteration map.
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If lh(ET̄1
0 ) < γV̄

1 then the desired conclusion follows from the fact that ΣN∞
has mic. So suppose otherwise.

Let j̄ : V̄ → Ult(V̄ , eV̄
1 ) and j : V → Ult(V , eV

1 ) be the ultrapower maps,

and recall Ult(V , eV1) = V V ↓1
2 and likewise for V̄ . So the minimal j-copy j“X1

of X1, on V V ↓1
2 , translates to a tree X ′1 on V ↓ 1 which is via ΣV ↓1 (and above

γV
1 = κ+V ↓1

1 ). We need to see that the minimal j̄-copy of T1 translates to a tree
T ′1 on V̄ ↓ 1 via ΣV̄ ↓1. Since ΣV̄ ↓1 has mic (Lemma 4.84 and [14, ***Theorem
10.2]) and by [14, ***10.3, 10.4], it therefore suffices to see that that X ′1 = π′“T ′1 .

Let σ′ = π′�(V̄ |γV̄
1 ) and

σ = σ′�(V V̄ ↓1
2 |δV V̄ ↓1

2
1 ) = π�Ult(V̄ |δV̄

1 , e
V̄
1 ).

We have
Ult(V̄ ↓ 1, σ′) = Ult(V̄ ↓ 1, σ′�δV̄

1 ) = V ↓ 1

and the associated ultrapower map is just π�(V̄ ↓ 1). Given the fine structural

correspondence between V V̄ ↓1
2 and V̄ ↓ 1, therefore

Ult(V V̄ ↓1
2 , σ) = V V ↓1

2

and the σ-ultrapower map V V̄ ↓1
2 → V V ↓1

2 is just π�V V̄ ↓1
2 . Although σ is not

the restriction of an iteration map on V V̄ ↓1
2 , it is straightforward to see we still

have X̃1 = σ“T̃1 (that is, X̃1 is the minimal σ-copy of T̃1), meaning that:

– X̃1 has the same tree, drop and degree structure as has T̃1,

– for each α+ 1 < lh(T̃1), we have M X̃1
α ||lh(EX̃1

α ) = Ult0(M T̃1
α ||lh(ET̃1

α ), σ),

– for each α < lh(T̃1), if d = degT1
α then M X̃1

α = Ultd(M
T̃1
α , σ), and if α is a

successor then M∗X̃1
α = Ultd(M

∗T̃1
α , σ), and

– the resulting ultrapower maps M T̃1
α → M X̃1

α and M∗T̃1
α → M∗X̃1

α (via σ)

commute with the iteration maps of T̃1 and X̃1.

These are just standard properties of minimal copying, so we already know
the corresponding properties hold with respect to (π, T1,X1), (j̄, T1, T̃1), and

(j,X1, X̃1). One can now deduce them for (σ, T̃1, X̃1) with some commutativity,
and in particular that

j ◦ π�(V̄ |δV̄
1 ) = π�(V V̄ ↓1

2 ) ◦ j̄.

But then because T ′1 ,X ′1 are translations of T̃1, X̃1, and given the fine struc-

tural correspondence between V̄ ↓ 1 and V V̄ ↓1
2 , and likewise between V ↓ 1 and

V V ↓1
2 , it follows that X ′1 = π′“T ′1 , as desired.

Lemma 5.72. ΣV2
has minimal inflation condensation (mic).
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Proof. We just discuss short-normal trees. Let T = T0 ̂ T1 and X = X0 ̂ X1

be as before, but with respect to V2 and ΣV2 ; in particular we have

T0 ̂ T1  min X0 ̂ (X1�λ),

where λ is a limit ordinal and λ+1 = lh(X1). We must show that X is a minimal
inflation of T . Now ΨV2,V

−
2

has mic, since ΣV1
does, by Lemma 4.84 and [14,

***Theorem 10.2]. So we may assume T1 6= ∅, so we get α, β,Π0, π like before,
with analogous properties (with δ1 replacing δ0). Let η < lh(T1) be the limit
ordinal and c the T1�η-cofinal branch and

Π : T0 ̂ (T1�η) ̂ c ↪→min X

the minimal tree embedding determined by extending the inflation T  min

X0 ̂ (X1�λ) to X in the unique possible way. We want c = [0, η)T1 .

Let V̄ = MT0
α , V = MX0

β and j̄ : V̄ → Ult(V̄ , eV̄
1 ) and j : V → Ult(V , eV

1 )

be the ultrapower maps, and recall Ult(V , eV1) = V V ↓1
2 and likewise for V̄ . So

the minimal j-copy j“X1 of X1, on V V ↓1
2 , translates to a tree X ′1 on V ↓ 1 which

is via ΣV ↓1 and is above κ
+(V ↓1)
1 . Likewise, T1 translates to a tree T ′1 on V̄ ↓ 1

via ΣV̄ ↓1 which is above κ
+(V̄ ↓1)
1 .

Let T̂1 = π“T1. By Lemma 5.71, X0 ̂ T̂1 is via ΣV2
. Lifting with π, it is easy

to see that
X0 ̂ T̂1  min X0 ̂ (X1�λ)

and that it suffices to see that

X0 ̂ T̂1  min X0 ̂ X1

(see [14, ***Theorem 10.7] for details; there is a straightforward correspondence
between these inflations and those for T0 ̂ T1).

So relabelling, we may assume T0 = X0 and Π�T0 = id, so V̄ = V and π = id
and j = j̄. Let T̃0 = X̃0 be the short-normal tree leading from V2 to Ult(V , eV

1 ).
Then

T̃0 ̂ j̄“T1  min X̃0 ̂ (j“X1�λ),

as can be seen by lifting all relevant structures up by the extender eV̄1 = eV1

with the relevant degree ultrapowers. Letting T ′0 = X ′0 be T0 = X0 but as a tree
on N∞ (and recall T ′1 ,X ′1 were introduced above), it follows that

T ′0 ̂ T ′1  min X ′0 ̂ (X ′1�λ).

Since ΣN∞ has mic, therefore

T ′0 ̂ T ′1  min X ′0 ̂ X ′1.
But the ultimate minimal tree embedding Π′ determined by this inflation is
induced naturally by Π above, and in particular c = [0, η)T ′1 , so c = [0, η)T1

, as
desired.
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5.7 Self-iterability of V2

Lemma 5.73. V2 is definable over its universe from the parameter N∞|κN∞1 .

Proof. This is an essentially direct adaptation of the proof of Lemma 5.17, but
using Lemma 5.17 at the point that Remark 3.2 was used there.

Note that in Theorem 5.79, we will improve the lemma above, showing that,
in fact, V2 is definable without any parameters over its universe. But just using
Lemma 5.73 and adapting Lemma 5.18, we have:

Lemma 5.74. Let V be a non-dropping ΣV2
-iterate of V2. Let λ ∈ OR with

λ ≥ δV2
1 and P ∈ V |λ+V and g be (V,P)-generic. Then V is definable over the

universe of V [g] from the parameter x = V |λ+V .

We will now state a key fact on the self-iterability of V2 (and more). As
usual, we will give the proof in a special case which illustrates the main new
features, but the full proof will be handled by [16], as it involves ∗-translation:

Theorem 5.75. Let G ⊆ λ be set generic over V2, where λ ≥ δV2
1 . Let x =

V2|λ+V2 . Then:

1. V2 is closed under ΣV2
and ΣV2

�V2 is lightface definable over V2.

2. V2[G] is closed under ΣV2
and ΣV2

�(V2[G]) is definable over the universe
of V2[G] from the parameter x, uniformly in x.

3. V2 is closed under ΣN∞ and ΣN∞�V2 is lightface definable over V2. (Recall
that N∞ = V2 ↓ 1 is a ΣV1

-iterate of V1.)

4. V2[G] is closed under ΣN∞ and ΣN∞�(V2[G]) is definable over the universe
of V2[G] from the parameter x, uniformly in x.

In order to prove the theorem, we again use modified P-constructions (in
general, incorporating ∗-translation), in the context of the following notions of
P-suitability. The full proof will rely on ∗-translation, and so will be given in
[16]. Here we will restrict our attention to dsr (defined in this context below)
trees only, for illustration purposes (but the notion of P-suitability below does
not have such a restriction). We restrict to trees in V2 (as opposed to V2[G]),
as this simplifies things, and we can reduce other trees to this case.

Definition 5.76. Let T ∈ V2 be an iteration tree on V2. Say that T is P-
suitable for V2 iff there are T0, T1, T2, E, F,V , η, δ, ι such that:

1. T = T0 ̂ T1 ̂ T2 is short-normal on V2, according to ΣV2
, with 0-lower

and 1-lower components T0, T1 and upper component T2 6= ∅,

2. E,F ∈ EV2 are V2-total and 1-long,

3. T0 ̂ T1 is the successor-length tree on V2 induced by E,

4. V = MT0 ̂ T1
∞ = Ult(V2, E),
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5. δV
1 = lh(E) < λ++V2 < ι = lgcd(V2|lh(F )) < lh(F ),

6. T2 ∈ V2|ι; note T2 is on V and is above δV
1 ,

7. η is a strong {δV2
0 , δV2

1 }-cutpoint of V2,

8. T2 has limit length, λ++V2 ≤ η < δ = δ(T2) < ι, η is the largest cardinal
of V2|δ, T2 is definable from parameters over V2|δ, and V2|δ is generic over
M(T2) for the above-ξ extender algebra of M(T2) at δ, for some ξ < δ.

Now let T ∈ V2 be a tree on N∞ = V2 ↓ 1. Say that T is P-suitable for V2

iff the conditions above hold, except that T is short-normal on N∞, according

to ΣN∞ , T0 is the lower component of T , T1 is based on MT0
∞ |δ

MT0∞
1 and is above

δ
MT0∞
0 , T0 ̂T1 has successor length and does not drop, and T2 is on N = MT1

∞ and
is above δN1 (so N = Ult(N∞, E), and note that T0 ̂ T1 can also be considered
as a tree on V2, with properties as above). a

The corresponding P-constructions are as follows; no proper class models
show up, because we are now working up above the real Woodin cardinals. We
must now restrict our attention to dsr trees (as defined immediately below).

Definition 5.77. Let P ∈ V2 and δV2
1 ≤ λ ∈ OR with P ⊆ λ, and G be

(V2,P)-generic.
Let T ∈ V2, on either V2 or N∞, be P-suitable for V2, and adopt notation

as in Definition 5.76. Say that T is dsr iff M(T ) has only 2 Woodin cardinals.
Suppose that T is dsr, but M(T ) is not a Q-structure for itself. Then the

P-construction PV2|ι(M(T )) of V2|ι over M(T ) (recalling that ι is the largest
cardinal of V2|lh(F )) is defined like the P-constructions used to compute the δ1-

short tree strategy for V1, noting that the iteration map j : V2|δV2
0 →MT0

∞ |δ
MT0∞
0 ,

which is determined by E, is in V2|η (and note that there are no 1-long extenders
in EV2�[δ, ι]). a

Lemma 5.78. Let T be dsr P-suitable for V2, on either V2 or N∞. Suppose
M(T ) is not a Q-structure for itself. Then the P-construction PV2|ι(M(T ))
reaches the Q-structure Q(T , b), where b = ΣV2

(T ) or b = ΣN∞(T ).

Proof. We first consider P-suitable trees T on N∞ in V2. So adopt the notation
of Definition 5.76 for this, with N = Ult(N∞, E). Because T2 is above δN1 , the
Q-structure Q = Q(T2, b) exists, where b = ΣN∞(T ). Suppose Q 6= M(T2).
We want to see that the P-construction reaches Q. To verify this, we run a
comparison analogous some earlier in the paper, modulo the generic at δ, and
after appropriate translation of long extenders. We need to specify the phalanxes
we compare.

On the P-construction side, we just have M .
On the Q-structure side, we proceed as follows. Let N̄ be the δN0 -core of

N (this is not MT0
∞ , as N∞ itself is not δN∞0 -sound). Note that δN̄0 = δN0 and

N̄ is δN̄0 -sound. Let N̄+ be a generic expansion of N̄ (to a premouse), via

a filter which is M -generic (for the same forcing LN̄ . So N̄ = V N̄
+

1 . Then
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T1 ̂ T2 translates to a tree T +
1 ̂ T +

2 on N̄+ which is above κ+N̄+

0 = δN̄0 . Let
Q+ = Q(T +

2 , b). Define the phalanx

Q+ = ((N̄+, κN̄0 + 1), Q+, δ).

Note that Q+ is iterable, as it corresponds to iterating the phalanx

Q = ((N̄ , δN̄0 ), Q, δ).

(Note here that the only extenders overlapping δ in EQ+ are long, since T is dsr.)
We now compare Q+ with M , above δ, modulo the generic at δ, translating

extenders with critical point κN̄
+

0 on the Q+ side, and those with critical point
κM0 on the M side, much as before. Much like in the proof of Lemma 5.16, and

using the κN̄
+

0 -soundness of N̄+ (which is by Lemma 5.14), the comparison is
trivial, so the P-construction reaches Q, as desired. Regarding the equivalence
modulo the generic at δ, although V2|δ is extender algebra generic over Q, (for
an extender algebra B at δ, above some ξ), it doesn’t seem immediate that
it is also generic for the corresponding extender algebra of Q+ (although the
extenders correspond, it seems there might still be further axioms in Q+ which
cause problems). However, this is not a problem. Note that

P(< δ) ∩ (Q[V2|δ]) = P(< δ) ∩ (M(T )[V2|δ]) = P(< δ) ∩ (V2|δ).

We can force over Q[V2|δ] with L′ = LV2 ∗ ˙LV1 ∈ V2|δ, adding (V1|κV1
1 ,M |κM0 ),

which results in Q[M |δ], and similarly

P(< δ) ∩ (Q[M |δ]) = P(< δ) ∩ (M(T )[M |δ]) = P(< δ) ∩ (M |δ).

Since N̄+|κN̄+

0 was taken M -generic for LN̄ ∈M(T ), we can therefore force fur-

ther with LN̄ to reach Q[M |δ, N̄+|κN̄+

0 ], which computes Q+. But the product
(B ∗ L̇′)× LN̄ can be reversed, and so M |δ is also Q+-generic for B ∗ L̇′. More-
over, B is definable from parameters over M(T +) = Q+|δ. The same holds for
all models that appear above Q+ in the comparison. This gives the usual fine
structural correspondence between models above Q+ and their generic exten-
sions given by adjoining M |δ. On the M -side, the extension to M [N̄+|κN̄+

0 ] is
via LN̄ , which is small relative to δ in M . Likewise for all models on the M -side
of the comparison. So we also get the appropriate fine structural correspondence
on the M -side.

Now consider trees T on V2; we adopt the relevant notation from Defini-

tion 5.76. If lh(ET2
0 ) < γV

1 , then since ρ
V ||γV

1
1 = δV

1 , T2 immediately drops in
model to V ||γV

1 , and this cannot be undone (since T2 is short-normal). Since
V |γV

1 = N||κ+N
1 , where N is as in the previous case, with corresponding itera-

tion strategy for such trees, everything in this situation is as above. So suppose
γV

1 < lh(ET2
0 ). Let E+ ∈ EM with lh(E+) = lh(E). Let R = Ult(M,E+).

Then V = V R
2 and (since γV

1 < lh(ET2
0 )), T2 translates to a tree T +

2 on R,
which is above κ+R

1 . Let Q+ = Q(T +
2 , b). It is straightforward to see that

Q = Q(T2, b) has no 1-long extenders overlapping δ (recall that Q 6= M(T2),
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and use the smallness of M), so Q+ can only have extenders overlapping δ with
critical point κ0. Define the phalanx

Q = ((M,κ0 + 1), Q+, δ).

Clearly Q is iterable. We compare Q versus M , again above δ etc, like be-
fore. This time the equivalence modulo the generic is a little different, because
R|κ+R

1 is not M -generic, but instead is in M . However, over Q, we adjoin
V2|δ with the extender algebra, then adjoin M |κ+M

1 , reaching Q[M |δ]. Like in
the previous case, this two-step forcing iteration is definable from parameters
over Q|δ and the Woodinness of δ ensures genericity. But R|κ+R

1 ∈ M |δ, so
Q+ is (simply) definable from parameters over Q[M |δ], and Q+ (simply) de-
fines Q from parameters. This (together with exactly how these definitions are
made and the parameters used) is enough for the fine structural analysis of the
comparison.

Without discussing ∗-translation, we are limited to sketching the proof of
that V2 can iterate itself and N∞:

Sketch of proof for Theorem 5.75.
Lemma 5.47 handles trees based on N∞|δN∞1 = V2|δV2

1 .
So consider dsr trees U = U0 ̂U1 ̂U2, with lower component U0, U1 on MU0

∞ ,

based on MU0
∞ , and above δ

MU0
∞

0 , bU0 ̂ U1 non-dropping, and U2 on MU0 ̂ U1
∞ ,

above δ
MU0 ̂ U1
∞

1 . Let E ∈ EV2 be such that E is 1-long and λ+V2 < ι =
lgcd(V2|lh(E)) and U0 ̂ U1 ∈ V2|ι. Then letting T0 ̂ T1 on N∞ result from E,

N = MT0 ̂ T1
∞ = V

Ult(V2,E)
1 is a correct iterate of MU0 ̂ U1

∞ , and V2 knows the
iteration map j. So given that V2 computes the restriction of ΣN to above-δN1
trees correctly, it can use j to form minimal copies of trees U2 (of the form above)
to correct trees T2, and then U2 is correct, because ΣV1 has minimal inflation
condensation (Lemma 4.84), and hence so does ΣN∞ , by [14, ***Theorem 10.2].
(Note also that dsr-ness is preserved by the copying.) Finally, arbitrary (dsr)
trees T2 can be reduced to P-suitable trees by the usual minimal genericity
inflation technique.

By [16], the foregoing generalizes to arbitrary (not just dsr) trees, so that
ΣV2

N∞ is definable over V2. Since ΣN∞ has minimal inflation condensation,

V2 �“ΣV2

N∞ has minimal inflation condensation”.
Since the least V2 indiscernible is countable in V , and ΣN∞ has minimal in-

flation condensation in V , by [14, ***Remark 9.2], ΣV2

N∞ extends to canonically
to set-generic extensions V2[G] of V2 (via the method in the proof of [14, ***Re-

mark 9.2]), and letting Σ
V2[G]
N∞ be the extension, every tree via Σ

V2[G]
N∞ embeds via

a minimal tree embedding arising from minimal inflation into some tree in V2

via ΣV2

N∞ , and therefore Σ
V2[G]
N∞ also agrees with Σ

V [G]
N∞ if G is V -generic. For the

definability in V2[G] from the parameter x, use 5.74 to recover V2, from which
we compute(d) the strategy.

For trees on V2, i.e. computing ΣV2

V2
and Σ

V2[G]
V2

, it is very similar, using
Lemma 5.72.
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5.8 The mantle and eventual generic HOD of M

In this section we prove the main facts regarding the eventual generic HOD and
the mantle:

Theorem 5.79. Let U2 be the universe of V2. Then:

1. U2 = HODU2[G] for all V2-generics G ⊆ Coll(ω, λ), for all λ ≥ δV2
1 = κ+M

1 ,

and likewise U2 = HODM [H] for all M -generics H ⊆ Coll(ω, λ).

2. U2 has no proper ground, so U2 is the mantle and smallest ground of M .

3. U2 is the mantle of all set generic extensions of M .

4. V2 is definable without parameters over U2, and in fact over any set-generic
extension of U2.

Proof. Work in V2[G] where G ⊆ Coll(ω, λ) is V2-generic and λ ≥ δV2
1 . Say that

V is a λ-candidate iff V is a V2-like 2-Vsp and there is H ⊆ Coll(ω, λ) which is
V -generic and V [H] =̂ V2[G].

Note that V is determined in V2[G] by V̄ = V |λ+V , by Lemma 5.74, and
moreover, by the uniformity of its proof, V̄ 7→ V is definable over (the universe
of) V2[G]. (We can recover the universe U of V from V̄ , via (the proof of)
Woodin-Laver, and we can recover V from V̄ and U via (the proof of) Lemma
5.74.) So there are only set-many λ-candidates. Note that V2 is a λ-candidate.

Recall here that V2-like is assumed to include whatever first-order facts
satisfied by V2 to make our arguments work. In particular, it should include the
statement/proof of Lemma 5.74, and also the statements

– V is fully iterable in every set generic extension V [g] of V , via the strategy

ΣV ,g
V defined as in the proof of Theorem 5.75; and

– V ↓ 1 is fully iterable in every set generic extension V [g] of V , via the

strategy ΣV ,g
V ↓1 defined as in the proof of Theorem 5.75.

Now using this iterability (which holds in V2[G] with respect to each λ-
candidate V ), we want to define a kind of simultaneous “comparison” of all λ-
candidates. For this, we will not directly attempt to compare the λ-candidates
V themselves by least disagreement (due to familiar problems with showing that
the comparison terminates), but, as we have done elsewhere in the paper, instead
compare generic expansions of the V ↓ 1, and then use this to infer a comparison
of the λ-candidates (and it doesn’t seem obvious that this comparison of λ-
candidates is by least disagreement).

However, we only have iterability for the generic expansions N above their
κN0 , which isn’t enough to expect a standard comparison of these premice by
least disagreement either (they need not agree below their κN0 , as this part is
just generic). Instead, like in the proof of Lemma 4.81, we will first form a
“mutual genericity iteration” at an appropriate Woodin cardinal, and after this
converges, move to comparison “modulo a generic” above that point.
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So, work in V2[G,G′], where G′ ⊆ Coll(ω, λ+V2[G]) is V2[G]-generic. Fix for
each λ-candidate V a generic expansion P = PV of V ↓ 1. So (V1 ↓ 1) ⊆ P
and (V1 ↓ 1) = V P

1 . (Moving to V2[G,G′] ensures these P s exist.) Let ΣP be
the iteration strategy for P for 0-maximal trees T with lh(ET0 ) > κP0 given by

the proof of Lemma 4.81 (translating to trees via Σ
V2[G,G′]
V , etc). Let DP ∈ EP

be the least P -total extender with crit(DP ) = κP0 . Let δP be the least Woodin
cardinal of P |λ(DP ) such that δP > κP0 (so δP > κ+P

0 ).
Recall the meas-lim extender algebra (see [17]), used in the proof of Lemma

4.81. Write BP for the (meas-lim) extender algebra of P |lh(DP ), at δP , formed
with extenders E ∈ EP such that crit(E) > κ0 and ν(E) is a limit of mea-
surables of P |lh(DP ), as witnessed by EP . We will now form a mutual gener-
icity iteration of all P as above, for the image of BP , producing padded trees
TP on P , above κ+P

0 , based on P |δP (and hence TP immediately drops in

model to P |lh(DP ), noting that ρ
P |lh(DP )
1 = κ+P

0 ), inserting some linear iter-
ations at successor measurables to space things conveniently. Let P be the
set of all PV , for λ-candidates V (where “λ-candidate” is still as computed
in V [G], but P ⊆ V [G,G′]). Fix an enumeration 〈Pβ〉β of P, and let C

be a set of ordinals coding
〈
Pβ |δPβ

〉
β
. We define a sequence

〈
T Pα
〉
α≤ι of ap-

proximations to the final trees TP = T Pι . We start with T P0 being the triv-
ial tree on P . Suppose we have defined T Pα for each P ∈ P. This will be
a 0-maximal successor-length padded tree on P , based on P |lh(DP ), above

κ+P
0 . Let δα = supP∈P δ(T Pα ), where δ(T ) = supβ+1<lh(T ) lh(ETβ ). If bT

P
α

drops below the image of P |lh(DP ) then let γPα = OR(MT
P
α ), and otherwise

let γPα = jT
P
α (δP ), where jT

P
α : P |lh(DP ) → M

T Pα∞ is the iteration map. Let

KP
α = MT

P
α ||γPα . Let Dα = (C,Cα) where Cα codes

〈
(K

Pβ
α )pv

〉
β

as

Cα = {(β, γ) ∈ OR2
∣∣ γ ∈ E(K

Pβ
α )}

(where E(K
Pβ
α ) is taken as a set of ordinals in a canonical fashion). Let GPα be

the least E ∈ E+(KP
α ) such that E is KP

α -total and

1. E = F (KP
α ), or

2. ν(E) is a limit of measurable cardinals of KP
α , as witnessed by EKP

α , and
E�ν(E) induces an extender algebra axiom false of Dα, or

3. crit(E) < sup(C), or crit(E) is not a cardinal in V2[G,G′],

if there is such an E, and GPα = ∅ otherwise. If there is P ∈P such that GPα = ∅
and bT

P
α does not drop below the image of P |lh(DP ) and γPα ≤ lh(GP

′

α ) for all P ′

such that GP
′

α 6= ∅, then we stop the construction, and set ι = α, and T P = T Pα
for all P . Otherwise, let ξα = minP∈P lh(GPα ), and set EPα = GPα if lh(GPα ) = ξα,
and EPα = ∅ otherwise. Let γ be least such that either γ + 1 = lh(T Pα ) or

ξα < lh(E
T Pα
γ ), and set T Pα+1 = T Pα �(γ + 1) ̂ 〈EPα 〉 (as a 0-maximal tree, with

last extender used being EPα , which might be empty).
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Now suppose we have defined T Pα for all α < η and P ∈ P, where η is a
limit. Let ξ = lim infα<η ξα. Then T Pη is the natural lim inf of the sequence〈
T Pα
〉
α<η

. That is, E
T Pη
γ = E iff lh(E) < ξ and eventually all α < η have

E
T Pα
γ = E, and T Pη is via ΣP , and has successor length. This determines T Pη .

This determines the entire construction. The first claim is very much like in
the proof of Lemma 4.81:

Claim 1. We have:

1. Each T Pα is 0-maximal on P , and if bT
P
α drops below the image of P |lh(DP )

then KP
α is active, so GPα 6= ∅.

2. ι <∞.

3. Therefore there is P ′ ∈P such that bT
P ′
ι does not drop below the image

of P ′|lh(DP ′).

Claim 2. For every P ∈ P, bT
P

does not drop below the image of P |lh(DP ),

and jT
P

(δP ) = jT
P ′

(δP
′
).

Proof. Because bT
P ′
ι does not drop below the image of P ′|lh(DP ′), and jT

P ′

(δP
′
)

is a limit of measurables of KP ′

ι , and GP
′

ι = ∅, jT P
′

(δP
′
) must be a limit cardi-

nal of V2[G,G′]. Therefore every T P uses cofinally many non-empty extenders

indexed below jT
P ′

(δP
′
) = ξ = lim infα<ι ξα, ξ is a limit cardinal of MT

P

∞ ,
and note that (C,Cι) is generic over M(T P ) for its extender algebra at ξ, since
ξ ≤ lh(GPι ) if GPι 6= ∅.

Now suppose that bT
P

drops below the image of P |lh(DP ), or jT
P

(δP ) > ξ.

Let Q EMT
P

∞ be the Q-structure for ξ. It is straightforward to see that Q does

not overlap ξ, and note that we can compare Q versus U = Ult(P ′, F (MT
P ′

∞ ))
as premice Q+ and U+ over (M(T P ),M(T P ′)), so by Mswsw-likeness, it follows
that Q+ /U+. Expanding U+ to U+[C,Cι], where ξ is still regular, we can now
argue like in the proof of Claim 1 of the proof of Lemma 4.81 for a contradiction.
(Although T P ∈ U+[P |δP ], we work in U+[C,Cι] because the reasons for the
extenders used in T P are encoded into (C,Cι), and we need this to obtain the
contradiction.)

SoMT
P

∞ is active with an image EP ofDP , and EP is P -total with crit(EP ) =
κP0 . Let UP = Ult(P,EP ). Then ξ is a strong cutpoint of UP , UP ′ , and both
extend to premice over (UP |ξ, UP ′ |ξ). So we can simultaneously compare all UP
above ξ, modulo this generic equivalence. (With a simple instance of normal-
ization, the resulting trees can easily be rearranged as trees on the phalanxes
Φ(T P ).) This produces a final iterate WP of P , with WP =∗ξ WP ′ , ξ is Woodin

in WP and ξ < κWP
0 .

Claim 3. V WP
1 = V

WP ′
1 for all P, P ′ ∈P.
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Proof. By §4.5, V1 = V M
1 depends only on the equivalence class E . So the

corresponding fact holds for WP . But we can take G,G′ ⊆ Coll(ω,< κ0) which
are WP ,WP ′ -generic respectively with WP [G] =̂ WP ′ [G

′], and then EWP =
EWP ′ , which suffices.

Now let V be a λ-candidate and P = PV , so V ↓ 1 = V P
1 . Note that

TP ̂ 〈EP 〉 ̂UP , after normalization, is translatable, where UP is the tree leading
from UP to WP . Let TV ↓1 on V ↓ 1 = V P

1 be its (short-normal) translation on

V ↓ 1. Then MTV
∞ = V WP

1 , which by the previous claim is independent of V .
So the trees TV ↓1 iterate the various V ↓ 1 to a common model V ∗1 .

Let TV ↓1 = T0 ̂ T1 where T0 is based on V |δV
1 = (V ↓ 1)|δV ↓1

1 , and T1

is on MT0
∞ , and is above δ

MT0∞
1 = δ

V ∗1
1 . Then T0 translates to a tree U0 on

V , and MT0
∞ = MU0

∞ ↓ 1. Now T1 essentially translates to a tree U1 on MU0
∞ .

The extenders used in U1 are just those with indices those used in T1, together
with 1 further 1-long extender, which is an image of e1(MU0

∞ ). That is, let

α0 = 0, and let α1 be least such that [0, α1]T0
is non-dropping and κ

+MT0α1
1 <

lh(ET0
α1

). Then U1�(α1 + 1) is a direct translation of T1, though note that if it

is non-trivial, it drops in model immediately to MU0
∞ ||γ

MU0
∞

1 , or some segment
thereof. Then, U1 uses an extra extender; if α1 = 0 then EU1

α1
= e1(MU0

∞ ),
and otherwise EU1

α1
= F (MU0

∞ ) (which is an image of e1(MU0
∞ )). This results

in MU1
α1+1 = V2(MT1

α1
). After this, noting that T1�[α1,∞) is 1-translatable on

MT1
α1

(in particular, uses no 0-long extenders), we set U1�[α + 1,∞) to be its
1-translation. Write UV = U0 ̂ U1.

So we end up with MUV
∞ = V2(MTV

∞ ), but MTV
∞ was independent of V . So

write V ∗2 for this common iterate of the λ-candidates V .
Using the strategies ΣP , we can define UV uniformly in V . So let Γ be

the proper class of all ordinals fixed by all the iteration maps iUV . Let V̄2 =

cHull
V ∗2
1 (Γ) and π : V̄2 → V ∗2 the uncollapse map. Since rg(iUV2

) ⊆ rg(π), this

determines an elementary π : V̄2 → V2 by factoring. But V2 is a set-ground of
V2[G,G′], so by [5], V̄2 = V2 and π = id.

So we have defined V2 over the universe of V2[G,G′] from the parameter λ,
and so by homogeneity, in fact over the universe of V2[G] from λ. The uniformity
then gives that we can define V2 over the universe of any set-generic extension
of V2, from no parameter.

We can now easily complete the proof of the theorem. Part 4 was just
established above. Part 1: Let U2 be the universe of V2 and G ⊆ Coll(ω, λ)

be V2-generic, where λ ≥ δV2
1 . It now easily follows that U2 ⊆ HODU2[G], so

actually U2 = HODU2[G]. And if H is Coll(ω, λ)-generic over M , then since M is

an LV2 -extension of V2, it follows that U2 = HODM [H]. Part 2: If W ⊆ U2 is a
ground of U2, then we get HODU2[G] ⊆W2 if λ is sufficiently large, so U2 ⊆W ,
so U2 = W . Part 3: The fact that U2 is the mantle of all set-generic extensions
of U2 now follows from the set-directedness of set-grounds.

Corollary 5.80. We have:
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1. The κ1-mantle MM
κ1

of M is the universe of V2, so κ1 is the least ordinal
with this property.

2. If G ⊆ Coll(ω,< κ1) is M -generic then HODM [G] is the universe of V2.

Proof. Note that V2 ⊆ HODM [G] ⊆MM
κ1

, using Theorem 5.79. So we just need
to see that MM

κ1
⊆ V2. Let X be a set of ordinals in MM

κ1
. Let E ∈ EM be

M -total with crit(E) = κ1, and U = Ult(M,E). Then j(X) ∈ MU
j(κ1) and

j� supX ∈ V2, so it suffices to find a < j(κ1)-ground W of U with W ⊆ V2.
But this can be done like in the proof of Theorem 4.36, or as follows:56 Let W
be the result of the P-construction of U over V2|γV2

1 (in the style of that used
to construct V2). Note that (V1|κ1,M |κ0) is generic over W for the two-step
forcing iteration given by LV2 followed by LV1 , and W [V1|κ1,M |κ0] =̂ U . So W
is a < j(κ1)-ground of U . But W ⊆ V2, since W ||lh(E) = V2|lh(E), and we can
inductively compute the extender sequence of W above lh(E) using E�V2 and
Ult(V2, E�V2) = V U

2 .
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