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ABSTRACT

Following Papanikolas in [Pap08], when Q = Fq(t) we define a Tannakian category of pure
dual t-motives. We assign such a pure dual t-motive to a pure rigid analytically trivial dual
Anderson A-motive M. Then P generates a strictly full Tannakian subcategory over Q and
we call the linear algebraic group obtained by Tannakian duality the Galois group of P .

Secondly, as done by Pink in [Pin97a], again when Q = Fq(t), we introduce the Tannakian
category of pure Q-Hodge-Pink structures and consider the strictly full Tannakian subcate-
gory generated by a pure Q-Hodge-Pink structure H. We then call the linear algebraic group
defined by Tannakian duality the Hodge-Pink group of H.

Further, we may also assign a pure Q-Hodge-Pink structure to a pure rigid analytically
trivial dual Anderson A-motive through pure uniformizable Anderson A-modules. Using this
functor and the formal inversion of the dual Carlitz t-motive, we associate a pure Q-Hodge-
Pink structure H with a pure dual t-motive P over C∞. This induces a map from the Hodge-
Pink group of H to the Galois group of P . From the Hodge conjecture for function fields,
one expects that the Galois group and Hodge-Pink group are isomorphic, which we prove
with the help of Tannakian theory [DMOS82, Prop. 2.21]; the classification of σ-bundles and
corresponding σ-modules that were respectively introduced in [HP04] and [Har10]; and the
rigid analytic GAGA principle.

Combining the isomorphism with Papanikolas’s transcendence result [Pap08, Thm. 5.2.2],
we obtain Grothendieck’s period conjecture for function fields. As an application, we consider
a pure rigid analytically trivial dual Anderson A-motive M of rank r over Q ⊂ C∞ with
sufficiently many complex multiplication through E and determine its associated Hodge-
Pink group if E/Q is either separable or purely inseparable. The dimension of the computed
Hodge-Pink group is then r and equals the transcendence degree of the periods and quasi-
periods of the pure uniformizable Anderson A-module E corresponding to M. Finally, with
[Pin97a, Thm. 10.3] we determine the transcendence degree of the periods and quasi-periods
of a pure uniformizable Drinfeld Fq[t]-module E of rank 2 over Q ⊂ Q∞. We provide the
precise analog for the conjectured transcendence degree of the periods and quasi-periods of
an elliptic curve over Q ⊂ C.
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0. INTRODUCTION

Function field arithmetic enjoys several analogies with classical algebraic number theory. We
shall first explain the Hodge conjecture in the classical situation to motivate the function field
analog which we prove in this thesis. Together with Papanikolas’s main result in [Pap08],
we then have the precise analog of Grothendieck’s period conjecture on the transcendence
degree of periods and quasi-periods of abelian varieties. We describe both conjectures framed
in Grothendieck’s theory of motives and their analog for function fields. Then we give an
outline of the following chapters illustrating both the proof of the Hodge conjecture and
transcendence results.

0.1 Motivation: Conjectures and Analogies in Algebraic Number Theory

Number fields are finite extensions of the rational numbers Q. Fermat’s conjecture, also
known as Fermat’s Last Theorem, is one of the most well-known problems in the theory of
number fields.

Theorem 0.1.1 ([Wil95, Thm. 0.5]). The Fermat equation an + bn = 1 has no non-trivial
solutions for n ≥ 3; that is, there is no solution (a, b) ∈ Q2 with ab 6= 0.

Around 1637, Fermat remarked in the margin of a book that he had found a marvelous
proof and many number theorists tried in vain to show it. Finally in 1994, A. Wiles, along
with R. Taylor, G. Frey, J.-P. Serre and K. Ribet, was able to give a proof through the use
of elliptic modular functions of elliptic curves and won the Wolfskehl prize. The long story
of the proof of Fermat’s Last Theorem was taken as material for a catching novel [Sin98],
which shows the potent driving force of conjectures as well as the powerful interplay of
different modern theories in mathematics. Wiles used recently achieved results in the theory
of arithmetic cohomology that is again based on the theory of algebraic curves over finite
fields.

We consider a function field Q of a smooth projective curve C over a field k/Fq, which
is therefore a finite extension of the rational function field Fq(t). The arithmetic of such
function fields shows fascinating parallels with classical algebraic number theory, despite
fundamental differences such as finite characteristic. Basic number theory applies to both
theories, whence number fields and function fields are often studied together as global fields.
Global fields are the only fields with the notion of absolute values that satisfy a product
formula [AW45]. Completions of global fields with respect to such absolute values are called
local fields. Examples are the completions Qp and QP of Q and Q with respect to | · |p and
| · |P where p is a prime number and P ∈ C a closed point, respectively. Further, let A ⊂ Q
denote the ring of regular functions outside a fixed closed point∞ ∈ C, which is by definition
a finite extension of the rational polynomial ring Fq[t]. The ring of integers, Z, and A are the
bottom rings of the following correspondence, which compares the number field and function
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field theories:

Zp // Qp // Cp AP // QP // CP

Z //

OO

Q //

OO

R // C A //

OO

Q //

OO

Q∞ // C∞,

where CP denotes the completion of a fixed algebraic closure QP of QP . The basic example
with the usual choice of ∞ is

C = P1
Fq , A = Fq[t], Q = Quot(A) = Fq(t) and Q∞ = Fq((1/t)).

What now is understood as function field arithmetic started in 1935, when L. Carlitz attached
an entire analytic exponential function expC : C∞ → C∞ to the rational polynomial ring
A = Fq[t] that satisfies

expC(az) = Ca(exp(z)) for a ∈ A and additive polynomials Ca ∈ k[τ ] [Car35].

Then expC provides an additive analog of the classical exponential function exp : C→ C, z 7→
ez, with the multiplicative functional equation exp(jz) = (e(z))j , j ∈ Z. The Carlitz module
C : A → k[τ ] over k is given by C(a) := Ca and one defines its period π̃ ∈ C∞ by requiring
expC(π̃A) = 0 (uniquely up to signs in F×q ). The latter is an analog of the period 2πi ∈ C
of the exponential function satisfying exp(2πiZ) = 1 (also unique up to multiplication by
±1). Being interested in further analogies, Carlitz’s student L. I. Wade showed that π̃ and
ẽ := expC(1) are transcendental over Q [Wad41].

The interest in Carlitz’s approach increased in 1974, with V. G. Drinfeld’s invention,
Drinfeld A-modules. Drinfeld generalized the construction of the Carlitz module of rank 1 to
higher ranks. Even more, the exponential function of a Drinfeld A-module is assigned to an
arbitrary function field with an arbitrary choice of ∞. With the help of rigid analytic spaces
he proved that any Drinfeld A-module ϕ is uniformizable, that is, C∞/Λϕ ∼= C∞ where the
period lattice Λϕ is the kernel of expϕ. Drinfeld originally called Drinfeld A-modules elliptic
modules because the properties of Drinfeld A-modules resemble those of elliptic curves. These
analogies are especially strong for a Drinfeld A-module ϕ of rank 2. Similarly as for elliptic
curves, basis vectors λ1 and λ2 of the period lattice Λϕ give rise to quasi-periods η1 and η2,
respectively. These satisfy an analog of the Legendre relation for elliptic curves

λ1η2 − λ2η1 =
π̃

ξ
for some ξ ∈ k [Tha04, Thm. 6.4.6].

Moreover, mirroring another classical result, J. Yu proved that all periods [Yu86, Thm. 5.1]
and quasi-periods [Yu90, Thm. 3.1] of a Drinfeld A-module over Q are transcendental over
Q, where Q denotes an algebraic closure of Q inside Q∞.

Finally in 1986, G. W. Anderson extended the theory of one-dimensional Drinfeld A-
modules to higher-dimensional t-modules when A = Fq[t]. Anderson also discussed purity,
isogenies and uniformization of Anderson A-modules, thereby building up a theory similar to
the theory of abelian varieties over number fields. We modify their definition slightly so that
Q may be an arbitrary function field with ring of integers A.

Definition 0.1.2. Let (k, γ : A→ k) be an A-field1 and d, r positive integers. An (abelian)
Anderson A-module of rank r, dimension d and characteristic γ over k is a pair E = (E,ϕ),

1 See Definition 1.1.1.
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where E ∼= Gd
a,k is the d-dimensional additive group scheme over k and

ϕ : A→ Endk,Fq(E) ∼= Matd×d(k[τ ]), a 7→ ϕa := ϕ(a)

is a ring homomorphism such that

(T0(ϕa)− γ(a))d = 0 on the tangent space T0E ∼= Matd×1(k) at the identity

and the group of Fq-linear homomorphisms M∗(E) := Homk,Fq(Ga,k, E) is a locally free
Ak-module of rank r under:

A 3 a : m 7→ ϕa ◦m
k 3 b : m 7→ m ◦ b.

Yu established a whole transcendence theory for Drinfeld A-modules and t-modules, and
the topic gained interest of several fellow researchers.2 Papanikolas recently achieved in 2008
a new result on the transcendence degree of periods and quasi-periods. We shall explain the
classical conjecture by Grothendieck on the periods and quasi-periods of an abelian variety
that motivated Papanikolas’s work.

The first Betti homology group H1(X(C),Q) of an abelian variety X of dimension d over
a number field K ⊂ C carries a Hodge structure over Q. In [DMOS82], P. Deligne shows
that the category of Hodge structures over Q is a Tannakian category over Q, that is, an
abelian category with tensor products and duals together with a Q-linear functor ω. By
Tannakian duality one can define an algebraic group G such that the categoryRepQ(G) of
finite-dimensional representations of G over Q is equivalent to the Tannakian category over
Q. The Hodge group, also Mumford-Tate group, GX of the abelian variety X is defined to be
the algebraic groups associated with the Tannakian subcategory generated by the rational
Hodge structure H1(X,Q) and the Tate twist Q(1). Moreover, the natural isomorphism
H1
DR(X) ⊗K C ∼→ H1

B(X) ⊗Q C is given by period integrals. Its defining matrix P is called
the period matrix of X, that is

P =
(∫

λi

δj

)
1≤i,j≤2d

= (λmn|ηmn)1≤m≤2d, 1≤n≤d ∈ Mat2d×2d(C),

where λmn are the periods and ηmn the quasi-periods of X. Deligne then shows the following
result on their transcendence degree through its Hodge group:

Corollary 0.1.3 ([DMOS82, Prop. I.6.4]). Let X be an abelian variety of dimension d over
Q, P its period matrix and GX the Hodge group of X. Then

tr.degQ Q (Pij |1 ≤ i, j ≤ 2d) ≤ dimGX .

Grothendieck’s period conjecture then says that the above inequality is an equality and
Papanikolas wants to obtain an analog in the function field setting.

Corresponding to the classical number field situation in 1997, R. Pink developed a Tan-
nakian category of Hodge-Pink structures over function fields [Pin97a] to show the analog
of the Mumford-Tate conjecture on the Hodge group of an abelian variety [Pin97c, Pin97b].
The Betti cohomology realization of a pure uniformizable Anderson A-module E is given in
terms of its period lattice ΛE

HB(E,A) := ΛE , HB(E,B) := ΛE ⊗A B and H1
B(E,B) := HomA(ΛE , B)

2 For various aspects of transcendence in positive characteristic, see [Tha04, §10].
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for any A-algebra B. Similarly as in the classical case, HB(E,Q) determines a pure Q-Hodge-
Pink structure H. We define its Hodge-Pink group to be the algebraic group corresponding
by Tannakian duality to the strictly full Tannakian subcategory over Q generated by H. We
can then translate Grothendieck’s period conjecture to the function field case as follows.

Conjecture 0.1.4 (Grothendieck’s period conjecture for function fields). Let E be a pure
uniformizable Anderson A-module of dimension d over Q ⊂ Q∞, P its period matrix and GE
its associated Hodge-Pink group. Then

tr. degQQ (Pij |1 ≤ i, j ≤ d) = dimGE .

We will show this conjecture through another conjecture on the Hodge group of an abelian
variety - the Hodge conjecture, which has its origins in Hodge’s book [Hod41]. Both conjec-
tures belong to the theory of motives, which was invented by Grothendieck. A pure motive
is assigned to a smooth projective variety in order to obtain a universal cohomology theory.
Deligne goes on in his article [DMOS82] to construct a Tannakian category M of pure mo-
tives over Q in several steps. Moreover, Deligne describes a functor h1 from the category of
abelian varieties up to isogeny to a subcategory M+1 of M that is an anti-equivalence of
categories [DMOS82, Prop. 6.21]. The motive h1(X) assigned to an abelian variety X over
K ⊆ C generates a strictly full Tannakian subcategory over Q. The corresponding algebraic
group ΓX defined by Tannakian duality is called the motivic Galois group of X.

Conjecture 0.1.5 (Hodge conjecture). The Hodge group GX and motivic Galois group ΓX
assigned to an abelian variety X over K ⊆ C are isomorphic.

Correspondingly over the rational function field, Anderson introduced t-motives and the
notion of isogenies, purity and rigid analytically triviality of t-motives in [And86]. Further-
more, Anderson defined a functor from the category of pure uniformizable t-modules up to
isogeny to the category of pure rigid analytically trivial t-motives up to isogeny that is in
fact an anti-equivalence of categories. In joint work of Anderson, W. D. Brownawell and Pa-
panikolas in 2004, the definition of t-motives was changed slightly due to technical advantages
[ABP04]. The resulting objects are called pure dual t-motives, whose definition we generalize
to arbitrary function fields as follows:

Definition 0.1.6. Let (k, γ : A → k) be an A-field, r, d ∈ N and ς∗ the endomorphism of
Ak := A ⊗Fq k, which maps an a ⊗ β to a ⊗ βq−1

for a ∈ A and β ∈ k. A dual Anderson
A-motive of rank r, dimension d and characteristic γ over k is a pair M = (M, σM) where M
is a locally free Ak-module of rank r and σM : ς∗M := M ⊗Ak,ς∗ Ak → M is an injective Ak-
homomorphism such that M is finitely generated over k[σ] where σ : M→ M is the ς∗-linear
map induced by σM,3 dimk cokerσM = d and (a⊗ 1− 1⊗ γ(a))d = 0 on cokerσM.

As done by Anderson, we define isogenies, purity and rigid analytic triviality of dual
Anderson A-motives. The latter is equivalent to the existence of a matrix Ψ called rigid
analytic trivialization. Moreover, we prove that the category of pure rigid analytically trivial
dual Anderson A-motives of positive rank and dimension over k up to isogeny is equivalent
to the category of pure uniformizable Anderson A-modules over k up to isogeny.

Papanikolas used the fact that, over the rational function field, the matrix Ψ(θ) corre-
sponding to such a rigid analytically trivial dual Anderson A-motive with θ := γ(t) is related
to the period matrix of the corresponding Anderson A-module. In order to have a Q-linear

3 See Lemma 1.1.3.
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theory, he introduced pre-t-motives. Rigid analytical triviality of pre-t-motives is similarly
defined as for dual Anderson A-motives and equivalent to the existence of a rigid analytic
trivialization Ψ. Rigid analytically trivial pre-t-motives are called t-motives whose category
Papanikolas proved to be a Tannakian category over Q [Pap08, Thm. 3.3.15]. We extend the
definition of pre-t-motives to arbitrary function fields as follows:

Definition 0.1.7. Let r ∈ N be a non-negative integer and ς∗Q the endomorphism of Qk :=
Quot(Ak) induced by ς∗ : Ak → Ak. A (dual) Papanikolas Q-motive of rank r and char-
acteristic γ over k is a pair P = (P, σP ) where P is a Qk-vector space of dimension r and
σP : ς∗QP → P a Qk-isomorphism.

Roughly speaking, when Q = Fq(t) we assign by “tensoring with Q” a rigid analytically
trivial Papanikolas Q-motive called a pure dual t-motive P to a pure rigid analytically trivial
dual Anderson A-motive M. The Galois group ΓP is defined to be the algebraic group given
by Tannakian duality to the strictly full Tannakian subcategory generated by P .

Theorem 0.1.8 ([Pap08, Thm. 5.2.2]). Let P be a pure dual t-motive of rank r over Q ⊂ Q∞,
Ψ a rigid analytic trivialization and ΓP its associated Galois group. Then

tr. degQQ (Ψ(θ)ij |1 ≤ i, j ≤ r) = dim ΓP .

Following Taelman in [Tae09], we show that a pure dual t-motive P over C∞ consists of
a pure rigid analytically trivial dual Anderson A-motive and a tensor power of the function
field analog of the Tate twist. This allows us to assign a Hodge-Pink structure together with
its Hodge-Pink group to P . We may then prove the analog of the Hodge conjecture (Theorem
4.2.19).

Theorem 0.1.9 (Hodge conjecture for function fields). Let P be a pure dual t-motive over
C∞. Then its associated Galois group and Hodge-Pink group are isomorphic over Q.

By Tannakian duality, the corresponding Tannakian categories must be equivalent. Re-
markable about this result is that it relates Hodge-Pink theory and Papanikolas’s theory, and
therefore objects which are constructed in an entirely different way.

In combination with Papanikolas’s transcendence result, we obtain Grothendieck’s period
conjecture for function fields as desired. Depending on whether an elliptic curve has suf-
ficiently many complex multiplication, the classical conjecture can be stated as follows for
elliptic curves.

Conjecture 0.1.10 (Cf. [DMOS82, Rem. 1.8]). Let E be an elliptic curve over Q, P =
(
∫
λi
δj) its period matrix and GE the Hodge group of E. Then

tr. degQ Q(
∫
λi

δj) = dimGE =
{

2 if E is of CM-type,
4 otherwise.

Similarly as done in complex multiplication theory of abelian varieties, we then introduce
Anderson A-modules of CM-type. As an application, we determine the Hodge-Pink group
of a pure uniformizable Anderson A-module of rank r over k ⊆ C∞ of CM-type under some
conditions. Its dimension is r and together with Pinks main theorem in [Pin97a], we may
determine the transcendence of the periods and quasi-periods of a Drinfeld Fq[t]-module of
rank 2 over Q ⊂ Q∞. We obtain the precise analog of the previous conjecture for elliptic
curves (Theorem 5.2.16).
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Summing up, the interest of most researchers in the arithmetic of function fields is twofold:
On the one side, the results are beautiful by their own. For this, the references [And04,
DMOS82, Gos96] respectively introduce the theory of motives, the Tannakian categories
discussed here and function field arithmetic. On the other hand, the analogies between
function field arithmetic and classical algebraic number theory are intriguing and results in
one theory may reveal and inspire connections in the other one. For this purpose, D. S.
Thakur’s book [Tha04] and Goss’s article [Gos94] may serve as an overview. The latter also
discusses L. Denis’s proof of Fermat’s Last Theorem for function fields - in the sense of A.
Weil [Wei79, p. 408]:

Nothing is more fruitful - all mathematicians know it - than obscure analogies,
those disturbing reflections of one theory on another; those furtive caresses, those
inexplicable discords; nothing also gives more pleasure to the researcher.

0.2 Outline

In Chapter 1 we first fix notations and recall basics that are needed in definitions that are
spread over the thesis. In particular, affine group schemes are introduced through the no-
tion of representable functors. These are also needed in the second section, where neutral
Tannakian categories are defined and the principle of Tannakian duality is explained. Of
importance is Proposition 1.2.15 that gives equivalent conditions to show that affine group
schemes obtained by Tannakian duality are isomorphic and hence the corresponding Tan-
nakian categories are equivalent. The chapter ends with a short introduction to Tate’s theory
of rigid analytic spaces and the rigid analytic GAGA principle.

The goal of the second chapter is to associate a pure dual t-motive with a pure rigid an-
alytically trivial dual Anderson A-motive that generates a Tannakian category over Q when
Q = Fq(t). We start with the general definition of dual Anderson A-motives and isogenies
between dual Anderson A-motives. We show that being isogenious is an equivalence relation
and define Papanikolas Q-motives. Next we introduce algebraic σ-sheaves, purity and tensor
products of dual Anderson A-motives and Papanikolas Q-motives. Afterwards we discuss
rigid analytic σ-sheaves and rigid analytically triviality of dual Anderson A-motives and Pa-
panikolas Q-motives. We denote the category of pure rigid analytically trivial dual Anderson
A-motives up to isogeny and the category of pure rigid analytically trivial Papanikolas Q-
motives by PRDA I and PR respectively. We give a well-defined fully faithful functor
P : PRDA I → PR, and show that PR is a neutral Tannakian category over Q. As
done by Papanikolas when Q = Fq(t), we let the category PT of pure dual t-motives be
the Tannakian category generated by the essential image of P : PRDA I → PR. Follow-
ing Taelman, we then define a Tannakian category PT ′ of a pure dual t-motives that is
equivalent to PT and a fully faithful functor P ′ : PRDA I →PT ′. The linear algebraic
group associated with the Tannakian subcategory generated by a pure dual t-motive P by
Tannakian duality is called the Galois group of P . We finally mention systems of σ-linear
equations invented by Papanikolas, which lead to his main transcendence result on the periods
and quasi-periods of a pure dual t-motive.

In Chapter 3, we first recall the definitions of filtrations and pure resp. mixed Q-Hodge-
Pink structures. We then define the categoryHodgeQ of pure Q-Hodge-Pink structures, which
is a Tannakian category over Q. We may consider the Tannakian subcategory generated by
a pure Q-Hodge-Pink structure H and call the associated linear algebraic group given by
Tannakian duality Hodge-Pink group of H. Some later needed properties of Hodge-Pink
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groups are mentioned and Hodge-Pink additivity of a Hodge-Pink structure is defined. The
latter allows us to define Hodge-Pink cocharacters, which will be useful in the main proof of
Chapter 5.

Most work is done in the fourth chapter, where we show the Hodge conjecture for function
fields. We first construct a map µ from the Galois group of a pure dual t-motive over C∞ to
the Hodge-Pink group of a pure Q-Hodge-Pink structure. In order to do this, we introduce the
category PU M I of pure uniformizable Anderson A-modules up to isogeny, which we show
to be equivalent to the category PRDA I

+ of pure rigid analytically trivial dual Anderson
A-motives of positive rank and dimension up to isogeny. Then a pure uniformizable Anderson
A-module over C∞ gives rise to a pure Q-Hodge-Pink structure that we associate with the
corresponding pure rigid analytically trivial Anderson A-motive over C∞. We give a functor
T : PT ′ →HodgeQ that induces a group scheme homomorphism µ from the Hodge-Pink
group of T (P ) to the Galois group of a pure dual t-motive P over C∞.

In order to prove the Hodge conjecture for function fields, we need to show that µ is an
isomorphism. By the equivalent conditions stated in [DMOS82, Prop. 2.21], we want in
particular to find a corresponding pure dual sub-t-motive R′ of a pure dual t-motive R in
the Tannakian category generated by P to any pure sub-Q-Hodge-Pink structure H ′ of the
pure Q-Hodge-Pink structure T (R) such that T (R′) = H ′. In order to do this, we define
F -modules following [Har10] which live on rigid analytic disks centered around ∞. By using
the additional information that purity gives at ∞ we may associate an F -module with R.
Following unpublished ideas of Pink for non-dual Anderson A-motives over C∞, we find a
sub-F -module to the pure sub-Q-Hodge-Pink structure H ′ through the classification of F -
modules that was studied first in [HP04]. Roughly speaking, by applying the rigid analytic
GAGA principle to the underlying rigid sheaves, we obtain the desired algebraic pure dual
sub-t-motive R′ over C∞ that satisfies T (R′) = H ′.

In the last chapter we combine Papanikolas’s main theorem with the just proven iso-
morphism, yielding Grothendieck’s period conjecture for function fields. We define complex
multiplication (CM) of dual Anderson A-motives and determine the Hodge-Pink group as-
signed to a pure rigid analytically trivial dual Anderson A-motive over a complete field
Q∞ ⊂ k ⊂ C∞ that has sufficiently many complex multiplication through a Q-algebra E
if E/Q is either separable or purely inseparable. This result and Pink’s main theorem of
[Pin97a], allow us to calculate the dimension of the Hodge-Pink group of a pure uniformiz-
able Drinfeld Fq[t]-module over Q ⊂ Q∞. We obtain the precise analog of Grothendieck’s
period conjecture for an elliptic curve over Q.
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8 0. Introduction



1. PRELIMINARIES

This chapter has three components: required basic definitions needed throughout the thesis,
a short introduction to Tannakian theory and an overview over rigid analytic geometry. Most
importantly, we shall explain in the second section the concept of “Tannakian duality”, by
which Galois groups and Hodge-Pinks groups are defined. The material of the last section
is for instance needed to define rigid analytic trivializations of dual Anderson A-motives and
Papanikolas Q-motives in terms of Tate’s rigid analytic spaces, and the explanation of the
rigid analytic GAGA principle. We use the latter in Section 4.2, where we prove that the
Hodge-Pink group and Galois group are isomorphic.

As this thesis addresses people with algebraic geometry background, we assume that the
reader is familiar with the geometry of schemes and basics of category theory. We refer the
others to [Har77] and [Fre03] that give a detailed introduction to algebraic geometry and
abelian categories respectively.

1.1 Basic definitions

For an index of the most important notation occurring in this thesis, we refer to the List
of Symbols. In this section, we first fix notation concerning our base curve C and review
afterwards basics of the n-fold twist, f∗-linear maps and Fq-linear polynomials, which lead
to the definition of the ring of twisted Laurent polynomials. In order to define affine R-group
schemes and the Weil restriction, we introduce representable functors. Through the latter
we also explain the principle of “Tannakian duality” in the next section. We take a closer
look at additive k-group schemes at the end of this section, which we need to study Anderson
A-modules.

1.1.1 Notations

Throughout this thesis, we let C be a smooth projective geometrically irreducible curve over
Fq, where Fq is the finite field of characteristic p with q = pr elements. Denote the function
field of C by Q := Fq(C) and let ∞ ∈ C(Fq) be a fixed Fq-rational point. Further, we define
A := OC(C \ ∞) to be the ring of functions regular outside ∞ so that Q = Quot(A) holds
(cf. [Har08, Lem. 1.1.2]).

The basic example to keep in mind is

C = P1
Fq, Q = Fq(t), ∞ = (1 : 0) and A = OC(C \ {∞}) = Fq[t].

If Q is not the rational function field, we fix from now on a ring homomorphism

i∗ : Fq[t] ↪→ A, t 7→ a for a non-constant a ∈ A (1.1)

that induces a finite dominant morphism i : C → P1
Fq so that we may view A as a free

Fq[t]-module of rank r̃ := deg i = −[κ(∞) : Fq] · ord∞(a) (cf. [Har08, Exmp. 2.1.8]). Note
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that i∗ induces a homomorphism i∗ : Fq(t) ↪→ Q that makes Q into a free Fq(t)-module of
rank r̃. We will use this for instance in Section 2.5, allowing us to restrict ourselves to the
case A = Fq[t] and Q = Fq(t).

Moreover, we let k be a field that contains Fq and assume throughout the thesis that
k is perfect, that is, the qth Frobenius map x → xq is an automorphism of k [Gos96, Def.
1.6.4]. Let k be a fixed algebraic closure of k. We put Ak := A ⊗Fq k, Qk := Quot(Ak) and
Ck := C ×Spec Fq Spec k, so that we have in the setting of the fundamental example above

Ak = k[t], SpecAk = A1
k and Ck = P1

k.

In the definition of Anderson A-modules and dual Anderson A-motives, k is required to be
an A-field, defined as follows:

Definition 1.1.1. (i) An A-field (k, γ) is a perfect field k equipped with a ring homomor-
phism γ : A→ k.

(ii) The A-characteristic of (k, γ) is the prime ideal A-char(k, γ) := ker γ. We say k has
generic characteristic if A-char(k, γ) = (0) and finite characteristic if A-char(k, γ) is a
maximal ideal.

In order to define purity of dual Anderson A-motives and Hodge-Pink structures over
local function fields, we also need to introduce completions of the rings just defined. Suppose
P ∈ C \ {generic point} is a closed point of C. Since C is normal, the local ring OC,P is
a discrete valuation ring with Quot(OC,P ) = Q = Fq(C). Denote the valuation associated
to P as νP , that is, νP (a) := ordP (a) for all a ∈ A. Furthermore, νP defines a normalized
absolute value |a|P := q−(degP )νP (a) where degP is the degree of the divisor P over Fq. Write
AP := ÔC,P for the completion of OC,P with respect to | · |P . By [Ser79, Ch. 2 §4] we see that
AP ∼= FP [[zP ]] if zP is a uniformizing parameter of AP . Let QP ∼= FP ((zP )) be the function
field of AP and fix an algebraic closure QP together with the canonical extension of νP (cf.
[Gos96, §2]), denoted also by νP . Define the completion of QP with respect to | · |P to be CP

and equip it with the extension of νP . Note that CP is an algebraically closed field [Gos96,
Prop. 2.1]. Further, we also write | · |P for the associated absolute values to the extensions
of νP to QP and CP . Finally, set

AP,k := AP ⊗̂Fqk := ̂(OC,P⊗Fq)
| · |P ∼= (FP ⊗Fq k)[[zp]] and

QP,k := Quot(AP,k) ∼= (FP ⊗Fq k)((zP ))

where ⊗̂ is the complete tensor product. We assume that F∞ = Fq so that A∞,k ∼= k[[z]] and
Q∞,k ∼= k((z)) for a uniformizing parameter z of A∞.

Moreover, we fix an algebraic closure Q ⊂ C∞ of Q. We impose further restrictions on k
as we progress, finally focusing on the case that k ⊆ C∞ is a perfect and complete field that
contains Q∞. Note that this means that k has generic characteristic through the inclusion
γ : A ↪→ Q ↪→ Q∞ ↪→ k.

1.1.2 The n-fold twisting operation

We call a formal power series f =
∑

i∈Q αit
i a Hahn series f in t with coefficients in k if

supp(f) := {i ∈ Q | αi 6= 0} is a well-ordered subset of Q. This implies that the Hahn series
in t with coefficients in k form a field under the ordinary addition and multiplication, which
we denote by k[[tQ]]. For later purposes, we introduce the n-fold twisting operation on Hahn
series and matrices consisting of such.
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Definition 1.1.2. Let n ∈ Z be an integer.

(i) We define an automorphism ς∗
k[[tQ]]

: k[[tQ]]→ k[[tQ]] by setting

ς∗k[[tQ]]

∑
i∈Q

αit
i

 :=
∑
i∈Q

α
1
q

i t
i.

Its inverse is the automorphism F ∗
k[[tQ]]

: k[[tQ]]→ k[[tQ]] given by

F ∗k[[tQ]]

∑
i∈Q

αit
i

 :=
∑
i∈Q

αqi t
i.

(ii) The n-fold twist of a Hahn series f =
∑

i∈Q αit
i ∈ k[[tQ]] is

f (n) :=
∑
i∈Q

αq
n

i t
i.

(ii) For a matrix X with Hahn series entrywise, we define its n-fold twist X(n) by the rule

(X(n))ij := (Xij)(n).

Note that ς∗
k[[tQ]]

defines automorphisms of several subrings of k[[tQ]]; for example, k, k[t]
and k(t). For any such subring R of k[[tQ]], we denote the induced automorphism by ς∗R, or
by abuse of notation ς∗, and put Rς

∗ := {f ∈ R | ς∗(f) = f}.
Moreover, consider an R-algebra B and a ring extension R ⊂ R′ ⊂ k[[tQ]] such that ς∗

k[[tQ]]

induces an automorphism of R′ and R and Rς
∗

= R holds. We then extend the n-fold twisting
operation to the R′-algebra B⊗RR′ by requiring it to act as the identity on B. Furthermore,
we define the n-fold twisting operation on matrices with entries in B ⊗R R′ entrywise as
above. Observe that this applies in particular to the k[t]-algebra Ak = A ⊗Fq [t] k[t] and the
k(t)-algebra Qk = Q⊗Fq(t) k(t).

1.1.3 f∗-linear maps

The notion of an f∗-linear map is mostly needed in Chapter 2 when we define dual Anderson
A-motives and Papanikolas Q-motives over k. For example, we want to see that we may
replace the Ak-homomorphism underlying a dual Anderson A-motive with a ς∗A-linear map.

In oder to do this, we let R and R′ be commutative rings, f∗ : R → R′ a ring homomor-
phism, M an R-module and N an R′-module. A map φ : M→ N is f∗-linear if

φ(rm) = f∗(r)φ(m) and φ(m + m′) = φ(m) + φ(m′)

for all r ∈ R and m,m′ ∈ M. Put

f∗M := M⊗R,f∗ R′,

and make f∗M into an R′-module by setting r′(m⊗ s′) := m⊗ s′r′ for all r′, s′ ∈ R′, m ∈ M.
The next lemma then shows that one may equivalently define an f∗-linear map φ : M → N
instead of an R′-homomorphism ψ : f∗M→ N.
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Lemma 1.1.3. (i) The map f∗M : M→ f∗M, m 7→ m⊗ 1, is an f∗-linear map.

(ii) If φ : M→ N is an f∗-linear map, then φ induces an R′-homomorphism

φlin : f∗M→ N, φlin

(
n∑
i=1

mi ⊗ r′i

)
:=

n∑
i=1

r′iφ(mi) for all r′i ∈ R, mi ∈ M,

which satisfies φ = φlin ◦ f∗M.

(iii) An R′-homomorphism ψ : f∗M→ N defines an f∗-linear map

ψf
∗ -lin : M→ N, m 7→ ψ(m⊗ 1),

so that (ψf
∗ -lin)lin = ψ.

Proof. Part (i) is clear since we have for all r ∈ R and m,m′ ∈ M

f∗M(rm) = (rm)⊗ 1 = m⊗ f∗(r) = f∗(r)f∗M(m)

and
f∗M(m + m′) = (m + m′)⊗ 1 = m⊗ 1 + m′ ⊗ 1 = f∗M(m) + f∗M(m′).

As φlin is f∗-linear by definition and (φlin ◦ f∗M)(m) = φlin(m⊗ 1) = φ(m) for all m ∈ M, we
only need to check that φlin is well-defined. This is the fact because

φlin(rm⊗ r′) = r′φ(rm) = r′f∗(r)φ(m) = f∗(r)r′φ(m) = φlin
(
m⊗ f∗(r)r′

)
for all m ∈ M, r ∈ R and r′ ∈ R′.

To see (iii), note that for all r ∈ R and m,m′ ∈ M,

ψf
∗ -lin(rm) = ψ(rm⊗ 1) = ψ(m⊗ f∗(r)) = f∗(r)ψ(m⊗ 1) = f∗(r)ψf

∗ -lin(m)

and

ψf
∗ -lin(m + m′) = ψ((m + m′)⊗ 1) = ψ(m⊗ 1) + ψ(m′ ⊗ 1) = ψf

∗ -lin(m) + ψf
∗ -lin(m′)

hold and thus ψf
∗ -lin is f∗-linear as desired. Finally, it does satisfy

(ψf
∗ -lin)lin(

n∑
i=1

mi ⊗ r′i) =
n∑
i=1

r′iψ
f∗ -lin(mi) =

n∑
i=1

r′iψ(mi ⊗ 1) = ψ(
n∑
i=1

mi ⊗ r′i)

for all elements
∑n

i=1 mi ⊗ r′i ∈ f∗M.

To ease notation, we occasionally denote the image f∗M(m) of an m ∈ M under f∗M by f∗m.
Let us now consider an R′-homomorphism ψ : f∗M → N and the induced f∗-linear map
ψf
∗ -lin : M→ N. Observe that (ψf

∗ -lin)n : M→ N is an (f∗)n-linear map. We write

(ψ)n := ψ ◦ f∗ψ ◦ · · · ◦ (f∗)n−1ψ : (f∗)nM→ N

for the R′-homomorphism ((ψf
∗ -lin)n)lin : (f∗)nM→ N given by the above lemma.
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1.1.4 The ring of twisted Laurent polynomials

Let us recall the definition of absolutely additive and Fq-linear polynomials.

Definition 1.1.4. Let {xi, yi}ei=1 be a family of independent commuting variables and f =
f(x1, . . . , xe) ∈ k[x1, . . . , xe] a polynomial.

(i) We say that f is absolutely additive over k if

f(x1 + y1, . . . , xe + ye) = f(x1, . . . , xe) + f(y1, . . . , ye).

(ii) Let f be an absolutely additive polynomial. We say that f is Fq-linear if it satisfies

f(cx1, . . . , cxe) = cf(x1, . . . , xe)

for all c ∈ Fq.

We will use frequently the following equivalent conditions for a polynomial in k[x1, . . . , xe]
to be absolutely additive or Fq-linear.

Lemma 1.1.5. Let {xi, yi}ei=1 be a family of independent commuting variables and f =
f(x1, . . . , xe) ∈ k[x1, . . . , xe] a polynomial.

(i) f is absolutely additive if and only if f is a p-polynomial, that is, f is of the form

f =
∞∑
i=0

e∑
j=0

αi,jx
pi

j =
∞∑
i=0

(αi,1, . . . , αi,e)


xp

i

1
...
xp

i

e

 ,

with αi,j ∈ k, and αi,j = 0 for i� 0.

(ii) f is Fq-linear if and only if f is a q-polynomial, that is, f is of the form

f =
∞∑
i=0

e∑
j=0

αi,jx
qi

j =
∞∑
i=0

(αi,1, . . . , αi,e)


xq

i

1
...
xq

i

e

 ,

with αi,j ∈ k and αi,j = 0 for i� 0.

Proof. For (i), c.f. [Hum75, §20.3 Lem. A].
To see (ii), suppose f = f(x1, . . . , xe) =

∑∞
i=0

∑e
j=0 αi,jx

pi

j , with αi,j ∈ k and αi,j = 0 for
i� 0 is a p-polynomial and let c ∈ Fq arbitrarily. Define r such that q = pr and consider

f(cx1, . . . , cxe) =
∞∑
i=0

e∑
j=0

αi,j(cxj)p
i

=
∞∑
i=0

e∑
j=0

αi,jc
pixp

i

j .

This is equal to

cf(x1, . . . , xe) = c
∞∑
i=0

e∑
j=0

αi,jx
pi

j =
∞∑
i=0

e∑
j=0

cαi,jx
pi

j

if and only if αi,j = 0 whenever r does not divide j, giving us the desired result.
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Example 1.1.6. (i) The polynomials τ ip : k → k, x 7→ xp
i
, i ∈ N, are absolutely additive

over k. Viewing τp as a non-commuting variable, we may write each absolutely additive
polynomial f(x) =

∑∞
i=0 αix

pi in k[x] as a polynomial in τp, that is, f =
∑∞

i=0 αiτ
i
p.

(ii) For all i ∈ N, consider the polynomial

τ i : ke → ke,

 x1
...
xe

 = x 7→ x(i) =


xq

i

1
...
xq

i

e

 ,

which is easily seen to be an Fq-linear polynomials over ke. Viewing τ as a non-
commuting variable, we may write each Fq-linear polynomial

f(x) =
∞∑
i=0

e∑
j=0

αi,jx
qi

j (with αi,j ∈ k and αi,j = 0 for i� 0)

in k[x] = k[x1, . . . , xe] as a polynomial in τ , that is f =
∑∞

i=0(αi,1, . . . , αi,e)τ i.

Since k is perfect we may define the inverse σ : ke → ke of τ and σi := (τ−1)i : ke →
ke, x 7→ x(−i), i ∈ N. Viewing τ as an invertible non-commuting variable, we also obtain
“polynomials” in σ = τ−1. Considering the ring spanned by linear combinations of the
monomials τ i, i ∈ Z, leads to the following definition:

Definition 1.1.7. The ring of twisted Laurent polynomials k[τ, τ−1] is obtained by adjoining
an invertible non-commuting variable τ to k subject to the relations

τα = αqτ for all α ∈ k.

By definition each element ϕ ∈ k[τ, τ−1] can be written as a unique sum ϕ =
∑

i∈Z αiτ
i

for some αi ∈ k, αi = 0 for |i| � 0. We add such elements termwise and multiply them by
the rule (∑

i∈Z
αiτ

i

)∑
j∈Z

βjτ
j

 =
∑
i∈Z

∑
j∈Z

αiβ
qi

j τ
i+j .

We further define the following rings related to k[τ, τ−1]:

k[τ ] := The subring generated by k and τ,

k[t; τ ] := the ring obtained by adjoining a central variable t to k[τ ],
k[σ] := the subring generated by k and σ = τ−1,

k[t;σ] := the ring obtained by adjoining a central variable t to k[σ].

Note that the following relation holds in k[σ]:

σα = α
1
q σ for all α ∈ k.

Properties of k[τ ] as the existence of right and left division algorithms are discussed in [Gos96,
§1.6] and carry over to k[σ].

An element in the matrix space Matd×e(k[τ, τ−1]) has a unique presentation of the form∑
i∈Z α(i)τ

i for some α(i) ∈ Matd×e(k), α(i) = 0 for |i| � 0.
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Addition in Matd×e(k[τ, τ−1]) is then termwise, and multiplication is given by the rule(∑
i∈Z

α(i)τ
i

)∑
j∈Z

β(j)τ
j

 =
∑
i∈Z

∑
j∈Z

α(i)β
(i)
(j)τ

i+j .

Definition 1.1.8. (i) We define the asterisk operation to be the unique involutive antiau-
tomorphism k[τ, τ−1]→ k[τ, τ−1], given by φ 7→ φ∗ such that τ∗ = τ−1 and x∗ = x for
all x ∈ K.

Thus we can “asterisk” an elements in k[τ, τ−1] as follows:(∑
i∈Z

αiτ
i

)∗
=
∑
i∈Z

τ−iαi =
∑
i∈Z

αq
−i

i τ−i =
∑
i∈Z

α
(−i)
i σi.

(ii) We define the dagger operation(φ 7→ φ†) : Matd×e(k[τ, τ−1]) → Mate×d(k[τ, τ−1]) en-
trywise by setting

(φ†)ij = (φji)∗.

Thus we can “dagger” an element
∑

i∈Z α(i)τ
i ∈ Mate×d(k[τ, τ−1]) as follows:(∑

i∈Z
α(i)τ

i

)†
=
∑
i∈Z

τ−iαtr
(i) =

∑
i∈Z

(
α

(−i)
(i)

)tr
τ−i =

∑
i∈Z

(
α

(−i)
(i)

)tr
σi.

Remark 1.1.9. (i) The dagger operation maps a matrix in Matd×e(k) to its usual transpose
in Mate×d(k).

(ii) We have for all f ∈ Mate×d(k[τ, τ−1]), g ∈ Matd×e(k[τ, τ−1]) and c ∈ k[τ, τ−1]:

(fg)† = g†f †, (cf)† = f †c∗ and (fc)† = c∗f †.

1.1.5 Representable functors and affine R-group schemes

Throughout this section, we let R and R′ denote arbitrary rings. Affine group schemes
over k/Fq are the major objects occurring in the definition of Anderson A-modules and
(dual) Anderson A-motives, both defined over k. Recall that an R-scheme X is a scheme X
equipped with a morphism π : X → SpecR; X is alternatively called a scheme over R.

At the end of this section we define additive algebraic group schemes over k whose corre-
sponding k-algebras are isomorphic to k[x1, . . . , xn] and investigate their composition rings of
Fq-linear homomorphisms (Definition 1.1.20) that will be isomorphic to matrix spaces with
entries in k[τ ].

Let us now define the functor of points hX of an object X in a category C . We later see
that hX fully determines X by Yoneda’s Lemma (Lemma 1.1.12).

Definition 1.1.10. Let C be a category and X an object in C .

(i) The functor of points of X is the covariant functor

hX : C ◦ →Sets

from the opposite category of C to the category of sets given by

Ob(C ) 3 Y 7→ Hom(Y,X) and
Hom(Y,Z) 3 f 7→ Hom(hX(Z), hX(Y )) with Y,Z ∈ Ob(C ),

the latter by taking g ∈ hX(Z) = Hom(Z,X) to g ◦ f ∈ hX(Y ) = Hom(Y,X).
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(ii) We call the set hX(Y ) = Hom(Y,X) the set of Y -valued points.

We then consider the covariant functor

h : C →Fun (C ◦,Sets ), X 7→ hX ,

from the category of schemes to the category of covariant functors from C ◦ to Sets . The
morphisms in the category of functors are functorial morphisms, defined as follows:

Definition 1.1.11. (i) Let F and G be functors from a category C to a category D .
We define a functorial morphism or natural transformation η from F to G by asso-
ciating a morphism ηX : F (X) → G(X) in D with each object X in C , such that
for all morphisms f : X → Y in C the following diagram is commutative

F (X)
ηX //

F (f)
��

G(X)

G(f)
��

F (Y )
ηX // G(Y ).

(ii) A functorial morphism η is called a functorial isomorphism if ηX is an isomorphism in
D for all X ∈ Ob(C ).

(iii) Two functors F and G are said to be isomorphic if there exists a functorial isomorphism
η between them.

Suppose X and X ′ are objects in a category C and F : C ◦ →Sets is a covariant functor.
Then there is a canonical mapping

ϕ : F (X)→ Hom(hX , F ), η 7→ ν 7→ (F (ν))(η).

Lemma 1.1.12 (Yoneda’s Lemma, cf. [BLR90, §4.1 Prop. 1]). (i) ϕ is bijective; that is,
the natural transformations from hX to F are in a natural correspondence with the
elements of F (X).

(ii) The functor h : C → Fun (C ) is an equivalence of C with a full subcategory of the
category of functors.

Now we can finally define what one means by saying X represents a functor F .

Definition 1.1.13 ([Die82, CI §2]). (i) Let C be a category. A covariant functor F :
C ◦ →Sets is called representable if there exists an X ∈ Ob(C ) and an element η ∈
F (X) such that ϕ(η) is an isomorphism of functors. The pair (X, η), or by abuse of
notation X, represents F .

(ii) Let F be a representable functor. We call the object of F (X) corresponding to idX ∈
hX(X) the universal family.

It follows in particular from Yoneda’s Lemma that if (X ′, η′) is another pair representing
F , there is a unique isomorphism w : X ∼→ X ′ such that η = F (w)(η′), that is, (X, η) is
unique up to unique isomorphisms.

Let S = SpecR and define the induced covariant functor h∗X(A) := hX(SpecA) for an R-
algebra A from the category R−algebras of R-algebras to the category of sets. As mentioned
earlier, we make the following definition:
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Definition 1.1.14 ([Wat79, §1.4]). (i) A Hopf algebra A over R is an R-algebra A to-
gether with R-algebra maps

µ∗ : A→ A⊗k A e∗ : A→ R i∗ : A→ A

called comultiplication, counit and coinverse, respectively such that the following dia-
grams commute:

A⊗R A⊗R A A⊗R A
id⊗µ∗oo

A⊗R A
µ∗⊗id

OO

A
µ∗oo

µ∗

OO R⊗R A A⊗R Ae∗⊗idoo

R⊗R A
∼

OO

A
∼oo

µ∗

OO A A⊗R A
(i∗,id)oo

A

∼

OO

A.
∼oo

µ∗

OO

(ii) We call an R-scheme G an affine group scheme over R if one of the following equivalent
conditions (Lemma 1.1.12) is satisfied:

(a) Its functor of points h∗G :R−algebras →Sets factors through the forgetful functor
Groups →Sets from the category of groups to the category of sets.

(b) There is a Hopf Algebra A over R such that G = SpecA so that the R-morphisms
µ : G × G → G (group multiplication), e : SpecR → G (unit) and i : G → G
(inverse) induced by µ∗, e∗ and i∗, respectively, then satisfy the usual group laws
associativity, left unit and left inverse.

Furthermore we call an affine group scheme G = SpecA over R algebraic, or an algebraic
group, if the corresponding R-algebra A is finitely generated.

(iii) An R-morphism ϕ : G→ G′ (that is, π = π′ ◦ ϕ) is called a homomorphism of R-group
schemes if

ϕ ◦ i = i′ ◦ ϕ : G→ G′, e′ = ϕ ◦ e : R→ G′ and µ′ ◦ (ϕ,ϕ) = ϕ ◦ µ : G×R G→ G′.

We set

HomR(G,G′) := {ϕ : G→ G′ homomorphism of R-group schemes}

and EndR(G) := HomR(G,G).

We now give the examples of closed algebraic groups that occur later in this thesis.

Example 1.1.15. (i) We call Ga,R := SpecR[t] the additive group over R. Its maps are
given by their induced maps on the R-algebras as follows:

e∗(t) = 0, i∗(t) = −t and µ∗(t) = t⊗ 1 + 1⊗ t︸ ︷︷ ︸
=:t1+t2

∈ R[t]⊗R R[t] ∼= R[t1, t2].

If R = K is a field, we define the affine line over K to be A1
K := Ga,K . This way we

may regard the affine n-space An
K over K as

An
K := Gn

a,K = Ga,K ×SpecK . . .×SpecK Ga,K = SpecK[t1, . . . , tn].
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(ii) The general linear group over R is GLn,R, the group of all invertible n × n matrices
with entries in R with the ordinary matrix multiplication as group operation. Thus
GLn,R is represented by SpecR[aij ,det(aij)−1] and its maps are given by

e∗(aij) = δij , µ∗(aij) =
∑n

k=1 aik ⊗ akj and
i∗(aij) = (−1)i+j det(aij)−1 det(akm)k 6=j,m6=i.

The matrices with determinant 1 and entries in R form the special linear group SLn,R.

The group of upper triangular (n×n)-matrices with entries in R and all diagonal entries
1 is the unipotent group Un,R over R. Its name comes from the fact that all elements
M in Un,R are unipotent since 1−M is nilpotent ; that is, (1−M)n = 0.

Furthermore, the multiplicative group over R is Gm,R := GL1,R = R× with µ∗(x, y) =
xy, i∗(x) = x−1 and e∗ = 1. If R = K is a field, then Gm,K is the affine open subset
K× of the affine line A1

K .

Following [Wat79, §4.2], we call SLn,K and any closed reduced subgroup of SLn,K an
algebraic matrix group over K if K is an infinite field. Moreover, the term linear algebraic
group over K found in the literature corresponds to the definition of a smooth affine K-group
scheme, that is, an affine K-group scheme G such that GK := G ×K SpecK is an algebraic
matrix group over K, where K denotes an algebraic closure of K (cf. [Wat79, §4.5, §11.6]).

In fact, all affine K-group schemes in this thesis are algebraic and by [Wat79, Thm. 3.4]
isomorphic to closed subgroups of GLn,K for some n ∈ N and therefore algebraic matrix
groups over K if K is infinite. Obviously, any algebraic matrix group is a linear algebraic
group and of special interest will be the reductive linear algebraic groups.

Definition 1.1.16 (Cf. [Wat79, §4]). (i) An algebraic matrix group over K is called re-
ductive if its unipotent radical is trivial.

(ii) A linear algebraic group G over K is said to be reductive if the algebraic matrix group
GK is reductive.

Before taking a closer look at algebraic groups isomorphic to Gd
a,K , we want do discuss the

existence of the Weil restriction which we need in Section 5.1.

Definition 1.1.17. Let π∗ : R → R′ be a ring homomorphism. For any R′-scheme X ′,
consider the covariant functor

RR′/R(X ′) : R-schemes ◦ →Sets , Y 7→ HomR′(Y ×R SpecR′, X ′)

from the category of R-schemes to the category of sets. If RR′/R(X ′) is representable, we
denote the corresponding R-scheme by RR′/RX

′ and call it the Weil restriction of X ′.

If the Weil restriction RR′/RX
′ of an R′-scheme X ′ exists, it is hence characterized by its

universal property in form of a functorial isomorphism

HomR(Y,RR′/RX
′) ∼→ HomR′(Y ×R SpecR′, X ′)

of functors for all R-schemes Y .
The following criterion for the existence of the Weil restriction is due to Grothendieck,

here given in a simple version:
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Theorem 1.1.18 (Cf. [BLR90, Thm. 7.6/4]). Let R′ be a free R-module of rank d and X ′ an
affine R′-scheme. Then there is an R-scheme X which represents RR′/R(X ′). In particular,
RR′/RGa,R′

∼= Gd
a,R.

Lemma 1.1.19. Let R be a ring and R′ a finite R-algebra. Then

dim RR′/RGm,R′ = [R′ : R].

Proof. By definition, we find that Gm,R′ = (R′)× → Ga,R′ is an open immersion. It follows
from [BLR90, §7.6 Prop. 2] that the Weil restriction respects open immersions; that is,

RR′/RGm,R′ → RR′/RGa,R′
Thm. 1.1.18∼= G[R′:R]

a,R is an open immersion and moreover

dim RR′/RGm,R′ = [R′ : R].

Additive algebraic group schemes

We want to take a closer look at algebraic group schemes isomorphic to Gd
a,k that we call

additive algebraic group schemes over k and their composition rings of Fq-linear homomor-
phisms. An Anderson A-module will then, roughly speaking, be a pair E = (E,ϕ) where
E is such an additive algebraic group scheme and ϕ is a map into its endomorphism ring of
Fq-linear polynomials. Furthermore, endowing the ring of Fq-linear homomorphisms over k
from Ga,k to E with the structure of a certain type of a module gives us the associated dual
Anderson A-motive to (E,ϕ). So let us first define the notion of R-linear homomorphisms
and R-module schemes over k.

Definition 1.1.20 ([Har08, Def. 1.1.4]). (i) Let R be a ring with 1. We call a pair (G,ϕ)
consisting of a commutative group scheme G over k and a ring homomorphism ϕ : R→
Endk(G) sending r ∈ R to ϕr := ϕ(r) an R-module scheme over k.

(ii) Let (G,ϕ) and (G,ϕ′) be two R-modules. We denote the group of R-linear homomor-
phisms by

Homk,R(G,G′) := Homk,R((G,ϕ), (G′, ϕ′))
:= {f ∈ Homk(G,G′) : f ◦ ϕr = ϕ′r ◦ f∀ r ∈ R}

and put Endk,R(G) := Endk,R((G,ϕ)) := Homk,R((G,ϕ), (G,ϕ)).

Then Ga,k is an Fq-module scheme over k since Fq ⊂ k. In Example 1.1.6 we have seen
that we may write an Fq-linear k-homomorphism f ∈ Homk,Fq(Ge

a,k,Ga,k) as an element of
Mat1×e(k[τ ]). Note that we have then Homk,Fq(Ge

a,k,Gd
a,k) ∼= Matd×e(k[τ ]) and daggering

provides an identification

Homk,Fq(Ge
a,k,Gd

a,k) ∼= Matd×e(k[τ ])
†→ Mate×d(k[σ])

m 7→ m†,

preserving addition since (m†1 + m†2)† = m1 + m2, but reversing multiplication since (m†1 ·
m†2)† = m2 ·m1.

Recall now that if k′/k is a field extension, we get by evaluating

Ga,k(k′) = Homk(Spec k′,Ga,k) = Homk(k[x], k′) ∼= k′.
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Hence Ga,k(k) is isomorphic to k with the addition as group action and we similarly get
Gd
a,k(k) ∼= Matd×1(k). Moreover, the k-valued points or k-rational points of Ga,k are

Ga,k(k) = Homk(Spec k,Ga,k)
∼→ {x ∈ Ga,k : κ(x) = k}

(cf. [EH00, §VI.1.2]).
An f =

∑∞
i=−∞ α(i)τ

i ∈ Mate×d(k[τ, τ−1]) with α(i) ∈ Mate×d(k) and α(i) = 0 for |i| � 0
induces a morphism

x 7→
∞∑

i=−∞
α(i)x

(i) : Matd×1(k)→ Mate×1(k),

which is also denoted by f . We obtain the following result that will help us later to show
that the category of Anderson A-modules and the category of dual Anderson A-motives of
positive rank and dimension are equivalent.

Lemma 1.1.21 ([ABP, §1.2.8]). Regard Matd×1(k) and Mate×1(k) as Gd
a,k(k) and Ge

a,k(k),
respectively, and let δ : Mat1×d(k[σ])→ Matd×1(k) be given by

∞∑
i=0

α(i)σ
i 7→

∞∑
i=0

(
α

(i)
(i)

)tr

with α(i) ∈ Mat1×d(k), α(i) = 0 for i � 0. Then the following diagram commutes and has
exact rows

0 // Mat1×d(k[σ])
(σ−1)·//

·f†
��

Mat1×d(k[σ]) δ //

·f†
��

Matd×1(k)

f

��

// 0

0 // Mat1×e(k[σ])
(σ−1)·// Mat1×e(k[σ]) δ // Mate×1(k) // 0

for every f ∈ Mate×d(k[τ ]), where daggering identifies Mat1×d(k[σ]) and Mat1×e(k[σ]) with
Homk,Fq(Ga,k,Gd

a,k) and Homk,Fq(Ga,k,Ge
a,k), respectively.

Proof. We first show exactness. Since (σ−1) is clearly injective, let us prove ker δ = im(σ−1).
Suppose

m =
n∑
i=0

α(i)σ
i ∈ ker δ ⊆ Mat1×d(k[σ])

with α(i) ∈ Mat1×d(k). Then δ(m) =
∑n

j=0(α(j)
(j))

tr = 0; hence, α(0) = −∑n
j=1 α

(j)
(j), and by

considering the following element in the image of (σ − 1)

(σ − id)

n−1∑
i=0

n∑
j=i+1

α
(j−i)
(j) σi

 = σ

n−1∑
i=0

n∑
j=i+1

α
(j−i)
(j) σi

− n−1∑
i=0

n∑
j=i+1

α
(j−i)
(j) σi

=
n−1∑
i=0

n∑
j=i+1

α
(j−(i+1))
(j) σi+1 −

n−1∑
i=0

n∑
j=i+1

α
(j−i)
(j) σi

=
n∑
i=1

n∑
j=i

α
(j−i)
(j) σi −

n−1∑
i=0

n∑
j=i+1

α
(j−i)
(j) σi

= α(n)σ
n +

n−1∑
i=1

α(i)σ
i −

n∑
j=1

α
(j)
(j) = m,
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we find that ker δ ⊆ im(σ − 1). To see equality, let

m =
∞∑
i=0

α(i)σ
i ∈ Mat1×d(k[σ])

with α(i) ∈ Mat1×d(k), α(i) = 0 for i� 0. Then

δ ((σ − 1)(m)) = δ

(
σ

( ∞∑
i=0

α(i)σ
i

))
− δ

( ∞∑
i=0

α(i)σ
i

)

= δ

( ∞∑
i=1

α
(−1)
(i−1)σ

i

)
− δ

( ∞∑
i=0

α(i)σ
i

)

=

( ∞∑
i=1

α
(i−1)
(i−1)

)tr

−
( ∞∑
i=0

α
(i)
(i)

)tr

= 0,

and thus ker δ = im(σ − 1) as desired.
We see δ is surjective because for all α ∈ Matd×1(k) : δ(αtrσ0) = α.
The left square of the diagram obviously commutes so we need to check it for the square

at the right. Write

m =
∞∑
i=0

α(i)σ
i ∈ Mat1×d(k[σ]), f =

∞∑
j=0

f(j)τ
j ∈ Mate×d(k[τ ])

with α(i) ∈ Mat1×d(k), α(i) = 0 for i � 0 and f(j) ∈ Mate×d(k), f(j) = 0 for j � 0. Then

f † =
∑∞

j=0(f (−j)
(j) )trσj and

δ
(
f †(m)

)
= δ

( ∞∑
i=0

α(i)σ
i

) ∞∑
j=0

(f (−j)
(j) )trσj

 = δ

 ∞∑
i=0

∞∑
j=0

α(i)(f
(−i−j)
(j) )trσi+j


=

 ∞∑
i=0

∞∑
j=0

f(j)(α
(i+j)
(i) )tr

 =
∞∑
j=0

f(j)

( ∞∑
i=0

(α(i)
(i))

tr

)(j)

= f(δ(m)).

We want to get a similar isomorphism to the Zariski tangent space of Ga,k. In order to do
this, denote the image of e ∈ Homk(Spec k,Ga,k) under the isomorphism

Ga,k(k) = Homk(Spec k,Ga,k)
∼→ {x ∈ Ga,k : κ(x) = k.}

by 0 ∈ Ga,k. Then the local ring Ga,k,0 = k[x](x) of Ga,k at 0 has the maximal ideal m0 = (x).
The Zariski cotangent space to Ga,k is m0/m

2
0 = kx and the Zariski tangent space to Ga,k at

the identity is
T0Ga,k := Homk(m0/m

2
0, k) = kx̌,

so that T0Ga,k is a vector space of dimension 1 over k. An f ∈ Homk(Ga,k,Ga,k), then
induces a map f∗ on the local rings and hence on the Zariski cotangent space to Ga,k at the
identity. The dual of that map is

T0f := (f∗)∨ : kx̌→ kx̌.
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We can carry [Har08, Prop. 1.1.6] over to Gd
a,k, so that T0Gd

a,k = (kx̌)⊕d = Matd×1(k) and
an f ∈ Homk(Gd

a,k,Ge
a,k) then induces a map f∗ on the cotangent spaces at the identity and

moreover T0f = (f∗)∨ : (kx̌)⊕d → (kx̌)⊕e so that

T0f := α(0) with α(i) ∈ Mate×d(k).

The following lemma will also be needed to prove the equivalence of the two categories.

Lemma 1.1.22 ([ABP, §1.2.8]). Regard Matd×1(k) and Mate×1(k) as Zariski tangent spaces
to Gd

a,k and Ge
a,k respectively, at the identity and let δ0 : Mat1×d(k[σ])→ Matd×1(k) be given

by

δ0

(
n∑
i=0

α(i)σ
i

)
:= αtr

(0).

Then we have the following commutative diagram with exact rows:

0 // Mat1×d(k[σ]) σ· //

·f†
��

Mat1×d(k[σ])
δ0 //

·f†
��

Matd×1(k)

T0f

��

// 0

0 // Mat1×e(k[σ]) σ· // Mat1×e(k[σ])
δ0 // Mate×1(k) // 0

for every f ∈ Mate×d(k[τ ]), where daggering identifies Mat1×d(k[σ]) and Mat1×e(k[σ]) with
Homk,Fq(Ga,k,Gd

a,k) and Homk,Fq(Ga,k,Ge
a,k), respectively.

Proof. Since σ is clearly injective, let us show that ker δ0 = imσ holds. Suppose

m =
∞∑
i=0

α(i)σ
i ∈ ker δ0

with α(i) ∈ Mat1×d(k), α(i) = 0 for i� 0. Then δ0(m) = αtr
(0) = 0, hence α(0) = 0 and

m =
∞∑
i=1

α(i)σ
i = σ

( ∞∑
i=0

α(i+1)σ
i

)
∈ imσ.

Thus ker δ0 ⊆ imσ. Let

m =
∞∑
i=0

α(i)σ
i ∈ ker δ0

with α(i) ∈ Mat1×d(k), α(i) = 0 for i� 0. Then

δ0 (σ(m)) = δ0

(
σ

( ∞∑
i=0

α(i)σ
i

))
= δ0

( ∞∑
i=0

α
(−1)
(i) σi+1

)
= 0,

and thus imσ = ker δ0 as desired.
Notice δ0 is surjective because for all α ∈ Matd×1(k) : δ0(αtrσ0) = α.
The left square of the diagram commutes clearly, so it remains to check commutativity of

the square at the right side. Write

m =
∞∑
i=0

α(i)σ
i ∈ ker δ0, f =

∞∑
j=0

f(j)τ
j ∈ Mate×d(k[τ ])
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with α(i) ∈ Mat1×d(k), α(i) = 0 for i � 0 and f(j) ∈ Mate×d(k), f(j) = 0 for j � 0. Then

f † =
∑∞

j=0(f (−j)
(j) )trσj ∈ Matd×e(k[σ]) and

δ0(f †(m)) = δ0

( ∞∑
i=0

α(i)σ
i

) ∞∑
j=0

(f (−j)
(j) )trσj

 = δ0

 ∞∑
i=0

∞∑
j=0

α(i)(f
(−(i+j))
(j) )trσi+j


= f(0)α

tr
(0) = T0f(δ0(m)).

We want to carry the previous results over to arbitrary additive algebraic group schemes.
We therefore make the following definition:

Definition 1.1.23 (Cf. [Gos96, 5.9.4]). Let E ∼= Gd
a,k be an additive algebraic group scheme

over k. A coordinate system for E with E ∼= Gd
a,k is an isomorphism of algebraic groups

ρ =

 ρ1
...
ρd

 : E → Gd
a,k.

Then ρ induces an isomorphism

T0ρ : T0E
∼→ T0Gd

a,k
∼= Mate×1(k).

By fixing such coordinate systems ρ1 and ρ2 for E ∼= Gd
a,k and E′ ∼= Gd

a,k respectively, we
get the following identification:

Homk,Fq(E,E
′) ∼= Mate×d(k[τ ])

†→ Matd×e(k[σ]), (1.2)

so we may in particular also apply Lemma 1.1.22 and Lemma 1.1.21 to additive algebraic
group schemes.

1.2 Tannakian theory

As mentioned in the introduction, the goal of this thesis is to study relations between the
Tannakian category over Q generated by a pure dual t-motive and the Tannakian category
over Q generated by a pure Q-Hodge-Pink structure defined by Papanikolas in [Pap08] and
Pink in [Pin97a]. This kind of category was studied by Deligne in [DMOS82] and [Del90]
and we recall Deligne’s definition of a neutral Tannakian category over a field K with a
fiber functor ω and the properties of Tannakian categories that are of importance to us. In
particular, the priciple “Tannakian duality” is explained in form of Theorem 1.2.10. This
implies the existence of an affine group scheme G corresponding to such a neutral Tannakian
category over K so that this category is equivalent to the category of finite-dimensional
representations of G over K. In Chapter 4 we make use of Proposition 1.2.15 to show that
the affine group schemes associated with the category generated by a pure dual t-motive
and the category generated by a pure Q-Hodge-Pink structure are isomorphic and the two
categories are equivalent.
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1.2.1 Rigid abelian tensor categories

A Tannakian category is in particular a rigid abelian tensor category. Let us first recall the
definition of additive and abelian categories.

Definition 1.2.1. (i) An additive category is a category C such that

(a) Hom(X,Y ) is endowed with an abelian group structure for all objects X,Y ∈
Ob(C ), such that composition of morphisms is bilinear,

(b) C has a final object A which is also an initial object, so that Hom(A,A) = 0,

(c) the product of objects X, Y in C is again an object in C ; then it also has a sum
which is isomorphic to the product of the two.

(ii) An additive category C is said to be abelian if

(a) For all morphisms f : X → Y , the morphisms f and 0 have a kernel and a cokernel,
so that there is an exact sequence

N
j

- X
f

-

0
- Y

p
- K.

One defines ker f := j and coker f := p and, by abuse of notation, we denote N
as ker f and K as coker f . N is a called a subobject of X and K a quotient object
of Y .

(b) Every monomorphism is of the form ker f and every epimorphism of the form
coker f .

The basic examples of an abelian category are the category of abelian groups and the
category ModR of finitely generated R-modules where R is a commutative ring with 1 as
usual. We follow Deligne and require the functor ⊗ underlying a tensor category to satisfy
the compatibility condition with ACU :

Definition 1.2.2. Let C be a category and ⊗ : C × C → C a functor that maps (X,Y ) to
X ⊗ Y . We say that (C ,⊗), or by abuse of notation C , is a tensor category if

(a) (C ,⊗) has an identity object ; that is, a pair (1, e) consisting of an object 1 ∈ Ob(C )
and an isomorphism e : 1 ∼→ 1 ⊗ 1 such that the functor X 7→ 1 ⊗X : C → C is an
equivalence of categories,

(b) there is an associativity constraint ϕ for (C ,⊗); that is, a functorial isomorphism

ϕX,Y,Z : X ⊗ (Y ⊗ Z) ∼→ (X ⊗ Y )⊗ Z

such that for all X,Y, Z, T ∈ Ob(C ) the following diagram commutes:

X ⊗ (Y ⊗ (Z ⊗ T ))
ϕ //

1⊗ϕ
��

(X ⊗ Y )⊗ (Z ⊗ T )
ϕ // ((X ⊗ Y )⊗ Z)⊗ T

ϕ⊗1

��
X ⊗ ((Y ⊗ Z)⊗ T )

ϕ // (X ⊗ (Y ⊗ Z))⊗ T,



1.2. Tannakian theory 25

(c) there is a commutativity constraint ψ for (C ,⊗); that is, a functorial isomorphism

ψX,Y : X ⊗ Y ∼→ Y ⊗X

such that

ψY,X ◦ ψX,Y = idX⊗Y : X ⊗ Y → X ⊗ Y for all X,Y ∈ Ob(C ),

and

(d) the associativity constraint ϕ and commutativity constraint ψ are compatible, which
means that for all X,Y, Z ∈ Ob(C ) the following diagram commutes:

X ⊗ (Y ⊗ Z)
ϕ //

1⊗ψ
��

(X ⊗ Y )⊗ Z ψ // Z ⊗ (X ⊗ Y )

ϕ

��
X ⊗ (Z ⊗ Y )

ϕ // (X ⊗ Z)⊗ Y ψ⊗1 // (Z ⊗X)⊗ Y.

It is easily shown that an identity element of a tensor category is unique up to unique
isomorphisms [DMOS82, Prop. II.1.3]. Moreover, a tensor subcategory (C ′,⊗) is a full
subcategory C ′ of a tensor category (C ,⊗) that contains an identity object of C , which is
closed under the formation of tensor product; that is, X1 ⊗ X2 ∈ Ob(C ′) for all X1, X2 ∈
Ob(C ′).

Definition 1.2.3. A tensor category (C ,⊗) is called additive (resp. abelian) if

(a) C is an additive (resp. abelian) category and

(b) ⊗ is a bi-additive functor.

One criterion for a tensor category to be rigid is that there exists for all objects X and
Y in C a special object Hom(X,Y ) called inner hom that leads to the definition of duals of
objects as follows:

Definition 1.2.4. Let (C ,⊗) be a tensor category and consider the contravariant functor
F : C ◦ →Sets , T 7→ Hom(T ⊗X,Y ) for X, Y ∈ Ob(C ).

(i) If F is representable by an object of C , then we denote it by Hom(X,Y ) and the
universal family corresponding to idHom(X,Y ) by

evX,Y ∈ F (Hom(X,Y )) = Hom(Hom(X,Y )⊗X,Y ).

(ii) If Hom(X,Y ) represents F , one defines the dual X∨ of X to be Hom(X,1).

To see why one writes evX,Y for the universal family, let us take a look at inner hom’s in the
categoryModR. The inner hom of two R-modules M and N is the R-module HomR(M,N)
and the universal family is then the evaluation homomorphism evM,N (f ⊗m) = f(m). More-
over, the dual of an R-module M is M∨ = HomR(M,R).

Let X and Y be objects in an arbitrary tensor category (C ,⊗). Hom(X,Y ) represents F
means there is a functorial isomorphism hHom(X,Y )

∼→ F , providing the adjunction formula

Hom(Z,Hom(X,Y )) = hHom(X,Y )(Z) ∼= F (Z) = Hom(Z ⊗X,Y ) (1.3)
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for all Z ∈ Ob(C ). More precisely, under this isomorphism an f ∈ Hom(Z,Hom(X,Y )) gets
mapped to evX,Y ◦ (f ⊗ id) ∈ Hom(Z ⊗X,Y ). If we take Y = 1, then evX,1 : X∨ ⊗X → 1

induces an isomorphism

Hom(Z,X∨) = Hom(Z,Hom(X,1)) ∼= Hom(Z ⊗X,1)

for all Z ∈ Ob(C ). Similarly, we have

Hom(X, (X∨)∨) = Hom(X,Hom(X∨,1)) ∼= Hom(X ⊗X∨,1),

and we define iX : X → (X∨)∨ to be the map corresponding to evX,1 ◦ ψ : X ⊗ X∨ →
X∨ ⊗X → 1.

Consider now finite families (Xi)i∈I and (Yi)i∈I of objects in C and the morphism

(⊗i∈I Hom(Xi, Yi))⊗ (⊗i∈IXi) // ⊗i∈I(Hom(Xi, Yi)⊗Xi)
evXi,Yi// ⊗i∈IYi.

By the adjunction formula, there is a corresponding morphism

t⊗i∈IXi,⊗i∈IYi : ⊗i∈I Hom(Xi, Yi) −→ Hom(⊗i∈IXi,⊗i∈IYi).

Definition 1.2.5. Let (C ,⊗) be a tensor category. We say (C ,⊗) is rigid if

(a) Hom(X,Y ) exists for all objects X,Y in C ,

(b) t⊗i∈IXi,⊗i∈IYi : ⊗i∈I Hom(Xi, Yi)→ Hom(⊗i∈IXi,⊗i∈IYi) is an isomorphism, and

(c) each object X in C is reflexive; that is, iX : X → (X∨)∨ is an isomorphism.

To ease notation, we denote the n-fold tensor power of an object X in a tensor category
by X⊗n or Xn.

Definition 1.2.6. An object X in a tensor category (C ,⊗) is invertible if the functor (Y 7→
Y ⊗X) : C → C is an equivalence of categories.

Observe that X ∈ Ob(C ) is invertible if and only if there is an object X−1 ∈ Ob(C ) such
that X−1 ⊗ X ∼= 1. From the adjunction formula follows that if X is invertible, then X is
reflexive and X−1 ∼= X∨. Motivated by this, we write X−n := (X∨)n for the n-fold tensor
power of its dual X∨.

1.2.2 Tensor functors and morphisms between them

Having defined tensor categories, we want to look at functors between such categories, called
tensor functors.

Definition 1.2.7. Let (C ,⊗1) and (D ,⊗2) be tensor categories. A tensor functor (C ,⊗1)→
(D ,⊗2) is a pair (F, c), such that F : C → D is a functor and

cX,Y : F (X)⊗2 F (Y ) ∼→ F (X ⊗1 Y )

is a functorial isomorphism satisfying the compatibility condition with ACU.

We now extend the definition of functorial morphisms between functors to morphisms of
tensor functors.
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Definition 1.2.8. Let (F, c), (G, d) : C → D be tensor functors.

(i) A morphism (F, c) → (G, d) of tensor functors is a functorial morphism η : F → G
such that there is a commutative diagram

⊗i∈IF (Xi)
c //

⊗ηXi
��

F (⊗i∈IXi)

η⊗Xi
��

⊗i∈IG(Xi)
c // G(⊗i∈IXi)

for all finite families (Xi)i∈I with Xi ∈ Ob(C ). We denote the set of all morphisms
(F, c)→ (G, d) of tensor functors by Hom⊗(F,G).

(ii) An automorphism (F, c) → (F, c) of tensor functors is a morphism of tensor functors
whose underlying functorial morphism is a functorial isomorphism. We write Aut⊗(F )
for the set of all automorphism of tensor functors of (F, c).

Morphisms between tensor functors give rise to a functor of K-algebras that is crucial to
the definition of the affine group scheme associated with a Tannakian category and its fiber
functor.

Definition 1.2.9. Let R be a K-algebra and VecK the category of finite-dimensional K-
vector spaces. We define a canonical tensor functor ψR : VecK → ModR by sending a
K-vector space V to V ⊗K R. If (F, c), (G, d) are tensor functors from a tensor category C
toVecK , then the functor Hom⊗(F,G) of K-algebras is given by

Hom⊗(F,G)(R) = Hom⊗(ψR ◦ F,ψR ◦G) for all K-algebras R.

Similarly, we define a functor Aut⊗(F ) of K-algebras by the rule

Aut⊗(F )(R) = Aut⊗(ψR ◦ F ) for all K-algebras R.

Deligne shows that the categoryRepK(G) of finite-dimensional representations of an affine
group schemeG overK is a rigid abelian tensor category with End(1) = K and one has clearly
a forgetful functor ωG : RepK(G) →VecK that is exact, faithful and K-linear [DMOS82,
Exmp. II.1.24]. The following theorem, which applies to neutral Tannakian categories, says
that there is an affine group scheme G to any rigid abelian tensor category C with such a
functor so that C andRepK(G) are equivalent.

Theorem 1.2.10 ([DMOS82, Thm. II.2.11]). Let C be a rigid abelian tensor category such
that K = End(1) is a field and ω : C →VecK an exact faithful K-linear tensor functor.
Then

(i) the functor Aut⊗(ω) of K-algebras is representable by an affine group scheme G over
K;

(ii) ω defines an equivalence of tensor categories C →RepK(G).
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1.2.3 Neutral Tannakian categories

The general definition of a Tannakian category over K is given in [DMOS82, Def. II.3.7], but
we renounce it here since all Tannakian categories in this thesis are neutral.

Definition 1.2.11. A (neutral) Tannakian category T over K is a rigid abelian tensor cat-
egory T with End(1) = K and a K-linear exact faithful tensor functor ω : T →VecK which
one calls the fiber functor of T .

Thus by Tannakian duality (Theorem 1.2.10) any neutral Tannakian category with fiber
functor ω is equivalent to the category of finite-dimensional representations of an affine group
scheme G that represents Aut⊗(ω). In particular, RepKG is a neutral Tannakian category
with fiber functor ωG and we are interested in how far properties of G correspond to repre-
sentations inRepK(G).

Lemma 1.2.12 ([DMOS82, Cor. II.2.4]). An affine group scheme G over K is algebraic if
and only if it has a faithful finite-dimensional representation over K.

There is another equivalent condition for an affine K-group scheme to be algebraic. We
say that an object X in a tensor category C is a tensor generator of C if every object in C is
isomorphic to a subquotient of a finite direct sum of an object of the form X⊗m ⊗ (X∨)⊗n.

Lemma 1.2.13 ([DMOS82, Lem. II.2.20]). An affine K-group scheme G is algebraic if and
only if there exists a object X in RepK(G) that is a tensor generator for RepK(G).

Moreover, a homomorphism f : G → G′ of affine K-group schemes induces a functor
ωf :RepK(G′) →RepK(G) such that ωG ◦ ωf = ωG

′
by sending a representation ρ : G′ →

GL(V ) to ρ ◦ f : G→ G′ → GL(V ). Then one has the following result of Deligne:

Lemma 1.2.14 ([DMOS82, Cor. 2.9]). Let G and G′ be affine K-group schemes and let
F : RepK(G′) →RepK(G) be a tensor functor such that ωG ◦ F = ωG

′
. Then there is a

unique homomorphism f : G→ G′ of affine K-group schemes such that F ∼= ωf .

We later construct a homomorphism between the Galois group and Hodge-Pink group that
is an isomorphism if it is a closed immersion and faithfully flat. The following proposition
gives us equivalent conditions for this that we will make use of.

Proposition 1.2.15 ([DMOS82, Prop. II.2.21]). Let f : G → G′ be a homomorphism of
affine K-group schemes and ωf :RepK(G′)→RepK(G) be defined as above.

(i) f is faithfully flat if and only if

(a) ωf is fully faithful and

(b) each subobject of ωf (X ′) is isomorphic to the image of a subobject of an object X ′

in RepK(G′).

(ii) f is a closed immersion if and only if there exists an object X ′ inRepK(G′) for every
object X of RepK(G) such that X is isomorphic to a subquotient of ωf (X ′).

Corollary 1.2.16. A homomorphism f : G→ G′ of K-group schemes is an isomorphism if
and only if the induced functor ωf :RepK(G′) →RepK(G) is fully faithful and essentially
surjective and thus an equivalence of categories.
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1.3 Rigid analytic geometry

We give a short introduction to rigid analytic geometry adjusted to our purpose to establish
notation and explain the rigid analytic analog of Serre’s GAGA principle. In order to get
back from a sub-Q-Hodge-Pink structure to a sub-dual Anderson A-motive, we need to define
F -modules which live on Tate’s rigid analytic spaces. Roughly speaking we find through those
F -modules an analytic inclusion between rigid sheaves and from the rigid analytic GAGA
principle we obtain an algebraic inclusion of algebraic sheaves. So let us explain the basic
ideas of classical rigid geometry; a full account of the material can for example be found in
the standard references [BGR84] and [FvdP04].

One important aspect of rigid analytic geometry is the study of globally convergent power
series expansions called analytic functions over complete fields with a non-Archimedian ab-
solute value | · |. Whereas one may study holomorphic functions in complex analysis that
are analytic, the study of “analytic functions” faces problems in non-Archimedian analysis.
For example the topology of a non-Archimedian valued field is totally disconnected and if a
function has locally convergent power series expansions in a neighborhood of each point of
its domain, it need not have a globally convergent power series expansion. What today one
calls classical rigid geometry is the theory of rigid (analytic) K-spaces that was developed by
Tate in [Tat71].

We suppose that K is a complete field with a non-Archimedian absolute value | · | and let
K be an algebraic closure on which one has the unique extension of | · | that is complete on
each finite field extension K ′/K with K ⊆ K ′ ⊆ K. One shows that a formal power series

f =
∑
i∈Nn

αit
i =

∑
i∈Nn

αi1...int
i1
1 · . . . · tinn ∈ K[[t1, . . . , tn]]

converges on the unit disk in K

DK := {(x1, . . . , xn) ∈ K : |xi| ≤ 1 for i = 1, . . . , n}

if and only if lim|i|→∞ |αi| = 0. This leads to the definition of the K-algebra consisting of the
convergent power series on DK

T := K〈t1, . . . , tn〉 := {
∑
i∈Nn

αit
i ∈ K[[t1, . . . , tn]] : lim

|i|→∞
|αi| = 0},

called the Tate algebra of restricted power series. Note that elements of T may be inter-
preted as functions DK → K. A K-algebra A is called an affinoid K-algebra if there
is an epimorphism φ : T → A and one may regard an element in A as a function on
MaxA := {maximal ideals in A}. We may define closed subsets V (a) for ideals a ∈ A
and thus the Zariski topology in the usual way on MaxA. Similar to the definition of affine
K-schemes we then define an affinoid rigid space SpA to be the set SpA := MaxA together
with its ring of functions A. One may associate a presheaf of affinoid functions OSpA to
an affinoid K-space that does not satisfy sheaf properties since the topology of K is totally
disconnected. Instead one works with a Grothendieck topology on SpA.

Corresponding to the notion of K-schemes in algebraic geometry, a rigid (analytic) K-space
is roughly speaking a pair (X,OX) such that X is a topological space with a Grothendieck
topology that admits an admissible covering by affinoid K-spaces and OX is a sheaf of K-
algebras on it (cf. [FvdP04, Def. 4.3.1]). Let us now define the other rigid analytic K-spaces
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that we need throughout the thesis. We let θ ∈ K with |θ| > 1, n > 0, and define the affinoid
K-algebras

K〈 t
θn
〉 := {

∞∑
i=0

αit
i ∈ K[[t]] : lim

i→∞
|αiθni| = 0},

E := K{t} :=
⋂
n→∞

K〈 t
θn
〉

= {
∞∑
i=0

αit
i ∈ K[[t]] : lim

i→∞

log |αi|
i

= −∞},

whose elements converge globally on the disk centered at t = 0 with radius |θ|n

D(θn)K := SpK〈 t
θn
〉 = {x ∈ K : |x| ≤ |θ|n},

and on all of K

D(∞)K := SpK{t} = {x ∈ K},

respectively. Further, set z := 1
t and ζ := 1

θ . For n′ ≥ n > 0, we consider the affinoid
K-algebras

K〈 z
ζn
〉 := {

∞∑
i=0

αiz
i ∈ K[[z]] : lim

i→∞
|αiζni| = 0},

K〈 z
ζn
,
ζn
′

z
〉 := {

∞∑
i=−∞

αiz
i : lim

i→∞
|αiζni| = 0, lim

i→−∞
|αiζn

′i| = 0},

K〈 z
ζn
, z−1} :=

⋂
n′→∞

K〈 z
ζn
,
ζn
′

z
〉

= {
∞∑

i=−∞
αiz

i : lim
i→±∞

|αiζn
′i| = 0 for all n′ ≥ n},

K{z, z−1} :=
⋂
n→0

K〈 z
ζn
, z−1}

= {
∞∑

i=−∞
αiz

i : lim
i→±∞

|αiζni| = 0 for all n > 0},
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whose elements converge globally on

D(ζn)∞
K

:= SpK〈 z
ζn
〉 = {x ∈ K : |x| ≤ |ζ|n}

= the disk centered at ∞ with radius |ζ|n,

D(ζn, ζn
′
)∞
K

:= SpK〈 z
ζn
,
ζn
′

z
〉 = {x ∈ K : |ζ|n′ ≤ |x| ≤ |ζ|n}

= the annulus centered at ∞ with inner radius |ζ|n′ and outer radius |ζ|n,
Ḋ(ζn)∞

K
:= SpK〈 z

ζn
, z−1} = {x ∈ K : 0 < |x| ≤ |ζ|n}

= the punctured disk centered at ∞ with radius |ζ|n,
Ḋ∞
K

:= SpK{z, z−1} = {x ∈ K : 0 < |x| < 1}
= the punctured unit disk centered at ∞,

respectively. We define a norm ‖f‖θn := maxi∈Z |αiθni| for a convergent Laurent series f on
A(θn, θn)K so that ||f ||θn <∞ holds by definition.

The functions in E converging on all of K are called entire functions [Gos96, Def. 2.12].
Note that our definitions of E and Ḋ∞

K
are equivalent to the ones given in [Pap08, §2.2.4] and

[HP04, §1], respectively.
Furthermore, one may also translate the definitions of separated and proper morphisms,

open and closed immersions, and coherent OX-modules from algebraic geometry.
But not only definitions are similar, there are in fact close relations between K-schemes and

rigid K-spaces. It will be of importance to us that there is a functor from the category of K-
schemes of locally finite type to the category of rigid K-spaces, assigning a rigid analytification
Xrig to each K-scheme X of locally finite type [Bos, §1.13 Prop. 4]. To give an example, let
|θ| > 1. One can show that the rigid analytification A1,rig

K of the affine line A1
K is constructed

by the inclusions of disks around the origin with increasing radius |θ|n, n ≥ 0,

SpK〈t〉 ↪→ SpK〈 t
θ
〉 ↪→ SpK〈 t

θ2
〉 ↪→ . . . .

This functor is known as the “GAGA functor” because it is analogous to a functor introduced
in Serre’s paper “Géométrie algébrique et géométrie analytique” [Ser56, Déf. 2]. Moreover,
a coherent OX -module G on a K-scheme X of locally finite type also admits a rigid analyti-
fication that is a coherent OXrig -module Grig on the rigid analytification Xrig of X.

Theorem 1.3.1 (“The rigid analytic GAGA principle” [Bos, §1.16 Thm. 12 and 13]). Let
X be a proper K-scheme.

(i) Suppose F and G are coherent OX-modules. Then there is a canonical isomorphism

HomOX (F ,G) ∼→ HomO
Xrig (F rig,Grig).

(ii) Let F ′ be a coherent OXrig-module. Then there is a coherent OX-module F such that
F rig = F ′ and F is unique up to unique isomorphism.

This allows us in particular to find an algebraic coherent OX -submodule of an OX -module
by constructing a rigid analytic coherent OXrig -submodule of its rigid analytification (cf.
proof of Proposition 4.2.13).
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2. THE TANNAKIAN CATEGORY PT OF PURE DUAL T -MOTIVES

In this chapter we shall study the function field analog of Grothendieck’s Tannakian category
of pure motives as constructed by Deligne in [DMOS82, §6].

Generalizing slightly the definition of dual t-motives given in [ABP04], we first define what
we call dual Anderson A-motives over k. Then isogenies between dual Anderson A-motives are
introduced and we prove in particular that the relation of isogeny is an equivalence relation.
In the next section we carry Papanikolas’s definition of pre-t-motives out to generalized
Papanikolas Q-motives over k and give a fully faithful functor P from the category DA I of
dual Anderson A-motives up to isogeny to the category P of Papanikolas Q-motives. We
see next that dual Anderson A-motives and Papanikolas Q-motives give rise to algebraic σ-
sheaves on Spec k. We define purity and tensor products of algebraic σ-sheaves, dual Anderson
A-motives and Papanikolas Q-motives. Making further requirements on k, we introduce rigid
analytic σ-sheaves on Sp k. We call algebraic σ-sheaves rigid analytically trivial if their
“analytification” given in the form of such a rigid analytic σ-sheaf is trivial. Similarly, we
define rigid analytic triviality of dual Anderson A-motives and Papanikolas Q-motives. We
then see that the functor P induces a fully faithful functor from the category PRDA I of
pure rigid analytically trivial dual Anderson A-motives up to isogeny to the category PR of
pure rigid analytically trivial Papanikolas Q-motives that we also denote by P by abuse of
notation. We prove that PR is a Tannakian category over Q.

Following Papanikolas in [Pap08], we restrict ourselves to the case Q = Fq(t) and define
the category PT of pure dual t-motives over k to be the Tannakian subcategory of PR
generated by the essential image of the functor P : PRDA I → PR. Next we construct a
Tannakian category PT ′ of pure dual t-motives over k from the category PRDA I through
the formal inversion of the Carlitz t-motive as done by Taelman in [Tae09]. We prove that
PT and PT ′ are equivalent, allowing us to use both definitions equivalently. In the last
section of this chapter, we consider the Tannakian subcategory generated by a pure dual
t-motive P over k and call the algebraic group associated with it by Tannakian duality the
Galois group of P , in analogy with the classical motivic Galois group of a pure motive.
Finally, we briefly introduce systems of σ-linear equations through which Papanikolas is able
to show his transcendence result on the periods and quasi-periods of a pure dual t-motive
over Q.

2.1 Dual Anderson A-motives

Anderson, Brownawell and Papanikolas developed dual t-motives over the algebraic closure
on the rational curve in [ABP04] and we shall carry their definition over to the general case
and call the objects thus obtained dual Anderson A-motives over k, where A stands for the
ring of integers of an arbitrary function field and k/Fq is a perfect field. Definitions and
assertions concerning dual Anderson A-motives in this chapter are mostly motivated by non-
dual Anderson A-motives as studied in [BH07b, Har08]. These are in the same way the
generalization of the t-motives introduced by Anderson in [And86] in the case A = Fq[t]. To
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motivate definitions and compare results, we also define non-dual Anderson A-motives. In
order to do this, we need to make first some additional definitions.

Let Frobq,Spec k denote the absolute Frobenius endomorphism on Spec k. We set in the
non-dual case:

F := idC ×Frobq,Spec k : Ck → Ck, is the identity on the topological space
|Ck| and acts on OCk as idOC and Frobq,k,

F ∗ := F ∗A := (F |SpecAk)∗ = idA⊗Frobq,k : Ak → Ak, f = a⊗ b 7→ F ∗(f) = a⊗ bq1 .

In the dual setting we write similarly:

ς := idC ×Frob−1
q,Spec k : Ck → Ck, is the identity on the topological space

|Ck| and acts on OCk as idOC and Frob−1
q,k,

ς∗ := ς∗A = (ς|SpecAk)∗ = idA⊗Frob−1
q,k : Ak → Ak, f = a⊗ b 7→ ς∗(f) = a⊗ bq−1

.

We have now collected the necessary ingredients to define non-dual and dual Anderson A-
motives.

Definition 2.1.1. Let (k, γ : A→ k) be an A-field and r, d ∈ N.

(i) An Anderson A-motive of rank r, characteristic γ and dimension d over k is a pair
M = (M, τM), where M is a locally free Ak-module of rank r and τM : F ∗M→ M is an
injective Ak-homomorphism such that

(a) M is finitely generated over k[τ ] where τ = τM ◦F ∗M : M→ M is the F ∗-linear map
induced by τM,

(b) dimk coker τM = d and

(c) (a⊗ 1− 1⊗ γ(a))d = 0 on coker τM.

We call ε := ker γ the characteristic point of M.

(ii) A morphism f : (M, τM) → (M′, τM′) of Anderson A-motives over k is an Ak-homo-
morphism f : M→ M′ such that

τM′ ◦ F ∗f = f ◦ τM.

We denote the category of Anderson A-motives of positive rank and dimension over k by A+

and the set of morphisms between Anderson A-motives over k by Homk(M,N).

Remark 2.1.2. The field k does not need to be perfect in the definition of Anderson A-motives
and Anderson A-modules. But k must be perfect in the definition of dual Anderson A-motives
which will be in particular free Ak-modules over k[σ], so we stick to assuming k is a perfect
field in all definitions.

As done before, we call Anderson A-motives non-dual Anderson A motives whenever we
want to emphasize that we are in the non-dual setting. The definition of a dual Anderson
A-motive reads similarly to the one of a non-dual Anderson A-motive:

Definition 2.1.3. Let (k, γ : A→ k) be an A-field and r, d ∈ N.

(i) A dual Anderson A-motive of rank r, dimension d and characteristic γ over k is a pair
M = (M, σM), where M is a locally free Ak-module of rank r and σM : ς∗M→ M is an
injective Ak-homomorphism such that
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(a) M is finitely generated over k[σ] where σ = σM ◦ ς∗M : M→ M is the ς∗-linear map
induced by σM,

(b) dimk cokerσM = d and

(c) (a⊗ 1− 1⊗ γ(a))d = 0 on cokerσM.

We call ε := ker γ the characteristic point of M.

(ii) A morphism f : (M, σM) → (N, σN) of dual Anderson A-motives over k is an Ak-
homomorphism f : M→ N such that

σN ◦ ς∗f = f ◦ σM.

We denote the category of dual Anderson A-motives of positive rank and dimension over k
by DA+ and the set of morphisms between Anderson A-motives over k by Homk(M,N).

The following basic example corresponds to the Carlitz module, which was invented by
Carlitz.

Example 2.1.4. Let A = Fq[t] and set θ := γ(t). Then the dual Carlitz t-motive C = (C, σC)
over k consists of C = Ak = k[t] and the k[t]-homomorphism σC : ς∗C→ C given by

ς∗c 7→ (t− θ)ς∗c for all c ∈ C.

Note that the locally free Ak-module M underlying a dual Anderson A-motive of dimension
d over k is a module over Ak[σ] that is the non-commutative polynomial ring defined by the
rule

σ(a⊗ β) = (a⊗ β(−1))σ

for all a ⊗ β ∈ Ak. Note that Ak[σ] = k[t;σ] if A = Fq[t]. Furthermore, we have M ∼=
Mat1×d(k[σ]) by the following Lemma.

Lemma 2.1.5 (Cf. [Har08, Lemma 2.1.5]). Let (k, γ) be an A-field, M a finitely generated
Ak-module and σM : ς∗M → M an Ak-homomorphism such that M is finitely generated over
k[σ], where σ := σM ◦ ς∗M : M → M is the ς∗-linear map induced by σM. Further, write
d := dimk cokerσM = dimk cokerσ. Then the following are equivalent:

(i) M is a locally free Ak-module,

(ii) M is a torsion free Ak-module,

(iii) M is a torsion free k[σ]-module,

(iv) M is a free k[σ]-module of rank d.

Proof. The arguments used in the proof of [Har08, Lemma 2.1.5] carry over to our case.

We end this section with the example of a special type of (dual) Anderson A-motives,
called (dual) Drinfeld Fq[t]-motives that will serve us as an example throughout the thesis.
In order to do this, we make some further definitions.

Consider a (dual) Anderson A-module M of rank r, characteristic γ and dimension d over
k. By using the ring homomorphism i∗ : Fq[t] ↪→ A that makes A into a free Fq[t]-module



36 2. The Tannakian category PT of pure dual t-motives

of rank r̃ = deg i, we then have M ∼= Mat1×r′(k[t]), where M is the locally free Ak-module
underlying M and r′ = r · r̃. We say that the vector

m =

 m1
...

mr′

 ∈ Matr′×1(M)

is a k[t]-basis for M if m1, . . . ,mr′ ∈ M form a k[t]-basis for M, providing an isomorphism

Mat1×r′(k[t]) ·m→ M.

Suppose M = (M, σM) is a dual Anderson A-motive. Then there is a unique matrix Φm ∈
Matr′×r′(k[t]) such that  σM (ς∗M(m1))

...
σM (ς∗M(mr′))

 = Φmm.

We say that Φm represents σM with respect to the basis m. By applying the elementary
divisor theorem we find matrices U, V ∈ GLr′(k[t]) such that

UΦmV =

 d1 0
. . .

0 dr′

 and cokerσM
∼= coker Φm

∼=
r′⊕
i=1

k[t]/(di)

with elementary divisors di ∈ k[t] and di|di+1 for 1 ≤ i < r′. Moreover, we set θ := γ(i∗(t))
so that (t − θ)d coker Φm = 0 in Mat1×r′(k[t]) and hence (t − θ)d ∈ dik[t] for i = 1, . . . , r′.
Therefore di|(t− θ)d and there exist αi ∈ k× and ei ∈ N so that

di = αi(t− θ)ei , cokerσM
∼=

r′⊕
i=1

k[t]/αi(t− θ)ei and d = dimk cokerσM =
r′∑
i=1

ei.

Furthermore, we have detUΦmV = α(t − θ)d with α :=
∏r′

i=1 αi ∈ k× and because
det(UV )−1 ∈ (k[t])× = k×

det Φm = αm(t− θ)d with αm := (detUV )−1α ∈ k×. (2.1)

Example 2.1.6 ((Dual) Drinfeld Fq[t]-motives). Let A := Fq[t] and (k, γ) be an A-field so
that Ak = k[t] and Ak[σ] = k[t;σ]. Write θ := γ(t).

(i) We set M := Mat1×r(k[t]) ∼= k[t] · 1 ⊕ k[t] · σ ⊕ . . . ⊕ k[t] · σr−1. Then M is a k[t]-
module of rank r, m = (1, σ, . . . , σr−1)tr a k[t]-basis for M and ς∗M = M ⊗k[t],ς∗

k[t] ∼= Mat1×r(k[t]). With respect to the basis m, we let σM : ς∗M → M be the
Ak-homomorphism represented by

Φm =


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ)/α(−r)
r −α(−1)

1 /α
(−r)
r · · · −α(−(r−1))

r−1 /α
(−r)
r


with αr ∈ k×, αi ∈ k for i = 1, . . . , r − 1. Thus det Φm = (−1)r−1/α

(−r)
r (t − θ) and

M := (M, σM) defines a dual Anderson A-motive of rank r and dimension 1 over k.
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(ii) Similarly, we define an Anderson A-motive (M, τM) of rank r and dimension 1 over k
with M := Mat1×r(k[t]) ∼= k[t] · 1⊕ k[t] · τ ⊕ . . .⊕ k[t] · τ r−1, F ∗M ∼= Mat1×r(k[t]) and
a k[t]-basis m = (1, τ, . . . , τ r−1)tr for M. With respect to m, we let τM : F ∗M → M be
the Ak-homomorphism represented by

Φm :=


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ)/αr −α1/αr · · · −αr−1/αr


with αr ∈ k×, αi ∈ k for i = 1, . . . , r − 1 and det Φm = (−1)r−1/αr(t− θ).

We will see in Section 4.1.2 that such (dual) Anderson A-motives of rank r and dimnsion 1
arise from Drinfeld Fq[t]-modules over k that were once introduced by Drinfeld. Having this
in mind, we call them (dual) Drinfeld Fq[t]-motives of rank r over k. We note that the dual
Carlitz t-motive over k is a dual Drinfeld Fq[t]-motive of rank 1 over k.

2.2 Isogenies

In this section, we study isogenies between (dual) Anderson A-motives. We will see that the
relation of isogeny is an equivalence relation (Corollary 2.2.6), so that we may define the
category DA I of dual Anderson A-motives up to isogeny. Morphisms in this category are
the quasi-morphisms between dual Anderson A-motives.

Definitions and propositions made in this section are carried over from the ones for non-
dual Anderson A-motives as given in [Har08]. Hence, we only need to prove the assertions
for dual Anderson A-motives. The proofs in the non-dual case proceed similarly.

Definition 2.2.1. (i) We call a morphism f of (dual) Anderson A-motives M and M′ over
k an isogeny if the underlying Ak-homomorphism is injective and coker f is a vector
space of finite dimension over k. An isogeny f is then said to be separable if σcoker f is
bijective and inseparable otherwise.

(ii) We say that two (dual) Anderson A-motives M and N are isogenious if there is an
isogeny f ∈ Homk(M,N).

0 // ς∗M
ς∗f //

σM

��

ς∗N //

σN

��

coker ς∗f = ς∗ coker f //

σcoker f

��

0

0 // M
f // N // coker f // 0

We want to show that if two (dual) Anderson A-motives M and N are isogenous then their
ranks and dimensions must be equal.

Lemma 2.2.2 ([Har08, Lem. 2.3.7]). If f : M → N is a homomorphism of locally free
Ak-modules of finite rank, then the following assertions are equivalent:

(i) f is injective and coker f is a finite dimensional k-vector space,

(ii) f is injective and rankAk M = rankAk N,

(iii) coker f is a finite dimensional k-vector space and rankAk M = rankAk N,



38 2. The Tannakian category PT of pure dual t-motives

(iv) f ⊗ idQk : N ⊗Ak Qk → M ⊗Ak Qk is an isomorphism of Qk-vector spaces with Qk =
Quot(Ak).

Thus the ranks of isogenous (dual) Anderson A-motives are equal. By the next proposition,
we find that the same holds for their dimensions.

Proposition 2.2.3 (Cf. [Har08, Prop. 2.3.8]). Let f : M→ N be an isogeny between (dual)
Anderson A-motives. Then dim M = dim N.

Proof. The following diagram is commutative with exact rows and columns:

0

��
0 //

��

0 //

��

kerσcoker f

��
0 // ς∗M

ς∗f //

σN

��

ς∗N //

σM

��

ς∗ coker f //

σcoker f

��

0

0 // M
f //

��

N //

��

coker f //

��

0

cokerσM
//

��

cokerσN
//

��

cokerσcoker f //

��

0

0 0 0

Observe that dimk ς
∗ coker f = dimk coker f ⊗k,Frob−1

q
k = dimk coker f so that by exactness

of the the most right column:

0 = dimk kerσcoker f − dimk ς
∗ coker f + dimk coker f − dimk cokerσcoker f

= dimk kerσcoker f − dimk cokerσcoker f .

Moreover, there is an exact sequence by the Snake Lemma

0→ kerσcoker f → cokerσM → cokerσN → cokerσcoker f → 0

so that, as desired,

0 = dimk kerσcoker f − dimk cokerσM + dimk cokerσN − dimk cokerσcoker f

= dimk cokerσN − dimk cokerσM

= dim N− dim M.

We now want to show that the relation of isogeny is an equivalence relation to be able to
define the category DA I of dual Andeson A-motives up to isogeny. It is clearly reflexive and
transitive and it will follow from Corollary 2.2.5 that the relation of isogeny is also symmetric
as desired. In order to prove this, we need to do some preparatory work.

Proposition 2.2.4 (Cf. [Har08, Prop. 2.4.7]). Let M and N be (dual) Anderson A-motives
over k and f : M→ N a homomorphism of dual Anderson A-motives. Then f is an isogeny
if and only if f : M→ N is injective and coker f is annihilated by a non-zero a ∈ A.
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Proof. Suppose M = (M, σM) is a dual Anderson A-motive of rank rM and dimension dM

and N of rank rN and dimension dN. We let Φm ∈ Matr′M×r′M(k[t]) and Φn ∈ Matr′N×r′N(k[t])
represent σM and σM with respect to k[t]-bases m ∈ Matr′M×1(M) and n ∈ Matr′N×1(N)
respectively, so that det Φm = αm(t− θ)dM and det Φn = αn(t− θ)dN .
“⇒” Assume that f ∈ Homk(M,N) is an isogeny and hence rM = rN and dM = dN hold. We
write r := rM, r′ := r · r̃ and d := dM. Then f is given by a matrix F ∈ Matr′×r′(k[t]) with
respect to the bases m and n so that f ◦ σM = σN ◦ ς∗f corresponds to Φm · F = F (−1) ·Φn.

We have αm(t− θ)d · detF = detF (−1) · αn(t− θ)d and by defining λ ∈ k by λ
1
q
−1 := αn

αm

and a := λ · detF , we obtain

a = λ · detF = λ
1
q · αm

αn
· detF = λ

1
q · detF (−1) = ς∗(a)

so that 0 6= a ∈ (k[t])ς = Fq[t]. By the elementary divisor theorem for F we find that
0 = a · cokerF ∼= (a⊗ 1) coker f as desired.

“⇐” By Lemma 2.2.2 it remains to show that coker f is a finite dimensional vector space
over k. We have an isomorphism Matr′M×1(k[t]) ·m→ M and thus by assumption a surjective
map Matr′M×1(k[t]/(a)) � coker f . Clearly Matr′M×1(k[t]/(a)) is a finite dimensional vector
space over k, so that the assertion follows.

Corollary 2.2.5 (Cf. [Har08, Cor. 2.4.8]). Let f : M→ N be an isogeny between (dual) An-
derson A-motives M and N over k. Then there is a non-zero a ∈ A and an f̂ ∈ Homk(N,M)
such that

f ◦ f̂ = a · idN and f̂ ◦ f = a · idM .

We call f̂ a dual isogeny of f .

Proof. Write M = (M, σM) and N = (N, σN). By Proposition 2.2.4 there is a non-zero a ∈ A
such that multiplication by a is the zero map on coker f . Hence, there is an f̂ ∈ HomAk(N,M)
such that the following diagram commutes:

0 // M
f //

a·idM

��

N //

a·idN

��

f̂

����������
coker f //

0
��

0

0 // M
f // N // coker f // 0

Moreover, we have by injectivity of f that f̂ ∈ Homk(N,M) because

f ◦ (f̂ ◦ σN) = (a · idN) ◦ σN = σN ◦ (a · idς∗N) a∈A= σN ◦ (ς∗(a) · idς∗N) = σN ◦ ς∗f ◦ ς∗f̂
= f ◦ (σM ◦ ς∗f̂),

where we have used that σM is an Ak-homomorphism and that f ∈ Homk(M,N).

Thus the relation of isogeny is also symmetric as desired.

Corollary 2.2.6 (Cf. [Har08, Cor. 2.4.9]). The relation of isogeny is an equivalence relation
for (dual) Anderson A-motives.

This allows us to define the category of dual Anderson A-motives up to isogeny.
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Definition 2.2.7 (Cf. [Har08, Def. 2.4.11]). Let M and N be two (dual) Anderson A-motives
over k. We set

QHomk(M,N) := Homk(M,N)⊗A Q the Q-vector space of quasi-morphisms and
QEndk(M) := Endk(M)⊗A Q the Q-algebra of quasi-endomorphisms.

(i) We define the category DA I of dual Anderson A-motives over k up to isogeny as
follows:

– Objects of DA I : dual Anderson A-motives over k;
– Morphisms of DA I : The quasi-morphisms in QHomk(M,N).

(i) We define the category DA I
+ of dual Anderson A-motives of positive rank and dimension

over k up to isogeny as follows:

– Objects of DA I
+: dual Anderson A-motives of positive rank and dimension over

k;
– Morphisms of DA I

+: The quasi-morphisms in QHomk(M,N).

Definition 2.2.8. Let M = (M, σM), M′ = (M′, σM′) and M′′ = (M′′, σM′′) be dual Anderson
A-motives over k.

(i) A short exact sequence of dual Anderson A-motives over k in DA+

0 −→ M′ −→ M −→ M′′ −→ 0

is a sequence of dual Anderson A-motives such that the underlying sequence of locally
free Ak-modules is exact.

(ii) A short exact sequence of dual Anderson A-motives over k in DA I

0 −→ M′
f−→ M

g−→ M′′ −→ 0

consists of quasi-morphisms f : M′ ↪→ M and g : M � M′′ such that for some a, b ∈ A
with

af ∈ Homk(M′,M) and bg ∈ Homk(M,M′′),

M′′/ im bg is a torsion module and M′ is isogenous to the dual Anderson A-motive
ker bg1.

Lemma 2.2.9. The category DA I of dual Anderson A-motives over k up to isogeny is
abelian.

Proof. Consider a quasi-morphism f : M → N of dual Anderson A-motives M = (M, σM)
and N = (N, σN) over k. Let (im f)sat ⊂ N be the saturation of im f so that N/(im f)sat

is a locally free Ak-module. Then ker(N→ N/(im f)sat)1 and M are isogenous through the
natural inclusion M ↪→ ker(N → N/(im f)sat). Hence, the cokernel of f is given by the dual
Anderson A-motive coker f consisting of the locally free Ak-module N/(im f)sat and the Ak-
homomorphism ς∗N/(im f)sat → N/(im f)sat induced by σN. Moreover, pick an a ∈ A such
that af ∈ Homk(M,N). Then the kernel of f in DA I is given by the dual Anderson A-motive
ker f := ker af1 over k. We conclude that kernels and cokernels exist in DA I . Furthermore,
the cokernel and kernel of an isomorphism vanish, whence the assertion.

1 For an h ∈ Homk(M1,M2), we define the dual Anderson A-motive kerh over k to be the locally free
Ak-module kerh and the Ak-homomorphism ς∗ kerh→ kerh induced by σM1 , where M1 = (M1, σM1).
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In the next subsection, we give a functor P from the category of dual Anderson A-motives
up to isogeny to the category of Papanikolas Q-motives. In order to show that this functor
is fully faithful, we state two propositions on the quasi-endomorphisms and quasi-morphisms
of dual Anderson A-motives.

Proposition 2.2.10 (Cf. [Har08, Prop. 2.4.12]). Let M and N be two (dual) Anderson A-
motives over k, f ∈ Homk(M,N) and f̂ ∈ Homk(N,M) be isogenies such that f ◦ f̂ = a · idN

and f̂ ◦ f = a · idM for a non-zero a ∈ A. Then

φ : QEndk(M) ∼→ QEndk(N), g 7→ 1
a
·
(
f ◦ g ◦ f̂

)
is an isomorphism of Q-algebras.

Proof. We see that φ is Q-linear since

φ(α · g) =
1
a
·
(
f ◦ (α · g) ◦ f̂

)
= α · 1

a
·
(
f ◦ g ◦ f̂

)
= α · φ(g) for all α ∈ Q.

It is further a Q-algebra homomorphism because

φ(g ◦ g′) =
1
a
·
(
f ◦ (g ◦ g′) ◦ f̂

)
=

1
a
·
(
f ◦ g ◦

(
1
a

(f̂ ◦ f)
)
◦ g′ ◦ f̂

)
=

1
a

(
f ◦ g ◦ f̂

)
◦ 1
a

(
f ◦ g′ ◦ f̂

)
= φ(g) ◦ φ(g)

for all g, g′ ∈ QEndk(M). Moreover, φ is an isomorphism since it has an inverse, which is
given by φ−1(g) = 1

a · f̂g · f for all g ∈ QEndk(M).

We will see that functor P is fully faithful with the help of the following:

Proposition 2.2.11 (Cf. [Har08, Prop. 2.4.13]). Let M = (M, σM) and N = (N, σN) be
two dual Anderson A-motives over k. Consider the Qk-vector spaces P := M ⊗Ak Qk and
R := N⊗Ak Qk together with the induced Qk-isomorphisms

σP := σM ⊗ σidQk
: ς∗QP → P, and σR := σN ⊗ σidQk

: ς∗QR→ R.

We define

φ : QHomk(M,N) → {f : P → R : f ◦ σP = σR ◦ ς∗f},
f ⊗ x 7→ xf.

Then φ is an isomorphism of Q-algebras if M = N, and of Q-vector spaces otherwise.

Proof. Clearly, φ is Q-linear and injective since φ(f ⊗ x) = 0 implies f(m) = 0 for all m ∈ M
because N ⊂ N⊗AkQk. Suppose f : P → R is aQk-homomorphism such that f◦σP = σR◦ς∗f .
We want to find an element f ′ ⊗ b ∈ QHomk(M,N) with φ(f ′ ⊗ b ∈ QHomk(M,N)) = f to
show surjectivity of φ.

In order to do this, we denote the ranks of M and N by rM and rN respectively, and their
dimensions by dM and dN respectively. Let Φm ∈ Matr′M×r′M(k[t]) and Φn ∈ Matr′N×r′N(k[t])
represent σM and σM with respect to k[t]-bases m ∈ Matr′M×1(M) and n ∈ Matr′N×1(N) for
M and N respectively, so that det Φm = αm(t− θ)dM and det Φn = αn(t− θ)dN .
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Define the adjoint matrices

Φ∗m := det(Φm) · Φ−1
m = αm(t− θ)dM · Φ−1

m ∈ Matr′M×r′M(k[t]),

Φ∗n := det(Φn) · Φ−1
n = αn(t− θ)dN · Φ−1

n ∈ Matr′N×r′N(k[t]).

Recall that the finite ring homomorphism i∗ : Fq[t] ↪→ A induces a homomorphism i∗ :
Fq(t) ↪→ Q that makes Q into a free Fq(t)-module of rank r̃ = deg i. By definition, the
entries of m and n form k[t]-bases of M and N respectively, which we can extend to k(t)-
bases of P and R respectively. We denote the corresponding vectors by p ∈ Matr′M×1(P ) and
q ∈ Matr′N×1(R) so that there are isomorphisms

Mat1×r′M(k(t))
·p→ P and Mat1×r′N(k(t))

·q→ R.

To find the desired quasi-morphism f ′ ⊗ b ∈ QHomk(M,N), we use the fact that f is given
by a unique matrix F ∈ Matr′M×r′N(k(t)) with respect to the bases p and q that satisfies
Φm · F = F (−1) · Φn. Consider the ideals in k[t]:

I := {f̃ ∈ k[t] : f̃F ∈ Matr′M×r′N(k[t])} and

Iς
∗

:= {ς∗(f̃) ∈ k[t] : f̃ ∈ I}.

We will define an element a ∈ Fq[t] ⊆ A, so that the homomorphism f ′ ∈ Homk(M,N) given
by aF ∈ Matr′M×r′N(k[t]) satisfies φ(f ′ ⊗ b) = f with b := 1

a ∈ Q.
In oder to find such an a, we claim that

(i) If f̃ ∈ I, then αn(t− θ)dN f̃ ∈ Iς∗ ,

(ii) If f̃ ∈ Iς∗ , then αm(t− θ)dM f̃ ∈ I.

To see (i), suppose f̃ ∈ I and define g := (ς∗)−1(αn(t − θ)dN f̃) so that αn(t − θ)dN f̃ ∈ Iς∗
if and only if g ∈ I. This means, we need to show that gF ∈ Matr′M×r′N(k[t]). This holds
because

ς∗(g)F (−1) = αn(t− θ)dN f̃ · F (−1) = αn(t− θ)dN f̃ · F (−1) · ΦnΦ−1
n

= Φm · f̃F · Φ∗n ∈ Matr′M×r′N(k[t]).

For (ii), suppose f̃ ∈ Iς∗ so that we have

αm(t− θ)dM f̃ · F = αm(t− θ)dM · Φ−1
m Φm · f̃F = Φ∗m · ς∗(f̃)F (−1) · Φn ∈ Matr′M×r′N(k[t]),

and the claim follows by definition of I.
Since k[t] is a principal ideal domain, there is an f̃ ∈ I such that (f̃) = I and (ς∗(f̃)) = Iς

∗
.

Moreover, there are by the previous claims g, g̃ ∈ k[t] such that

αn(t− θ)dN f̃ = g · ς∗(f̃) ∈ Iς∗ and αm(t− θ)dMς∗(f̃) = g̃ · f̃ ∈ I.

Since gg̃ · f̃ = αnαm · (t− θ)dN+dM f̃ , degt f̃ = degt ς∗(f̃), and by factoriality of k[t] we obtain
g = α(t− θ)dN for an α ∈ k×.

Note that then f̃ = ας∗(f̃) and define α̃ ∈ k by requiring that α̃
1
q
−1 = α. Then

ς∗(α̃f̃) = α̃α̃
1
q
−1
ς∗(f̃) = α̃f̃ ∈ Fq[t],

so that a := α̃f̃ ∈ A has the desired properties.
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Corollary 2.2.12 (Cf. [Har08, Cor. 2.4.10]). Let f : M → N be an isogeny between (dual)
Anderson A-motives M and N of characteristic γ over k. If the characteristic point ε =
ker γ = (0); that is, if k is of generic characteristic, then f is separable.

Proof. The following diagram commutes and has exact rows and columns:

0 // ς∗M
ς∗f //

σN

��

ς∗N //

σM

��

ς∗ coker f //

σcoker f

��

0

0 // M
f //

��

N //

��

coker f //

��

0

cokerσM
// cokerσN

//

��

cokerσcoker f //

��

0

0 0

We want to show that cokerσcoker f = (0), which means that σcoker f is surjective.
By Proposition 2.2.4 there is a non-zero a ∈ A such that (a ⊗ 1) coker f = 0 and since

coker f � cokerσcoker f also (a ⊗ 1) cokerσcoker f = 0. We choose an n ∈ N such that
qn ≥ dim N and hence (aq

n ⊗ 1 − 1 ⊗ γ(a)q
n
) = (a ⊗ 1 − 1 ⊗ γ(a))q

n
cokerσN = 0. We have

(aq
n ⊗ 1) cokerσcoker f = 0 and by assumption γ(a) 6= 0 so that

0 = (aq
n ⊗ 1− 1⊗ γ(a)q

n
) · cokerσcoker f = −(1⊗ γ(a)q

n
) cokerσcoker f ,

and therefore cokerσcoker f = (0) holds. As a map between k-vector spaces of the same
dimension, σcoker f must be bijective, so that f is a separable isogeny.

2.3 Papanikolas Q-motives

In order to have a Q-linear theory, Papanikolas introduced the category of pre-t-motives
together with a functor from the category of dual t-motives to the category of pre-t-motives
and proved that the category of rigid analytically trivial pre-t-motives is a Tannakian category
over Q [Pap08, Thm. 3.3.15]. This justifies regarding them as the analog of the (semi-simple)
Tannakian category of motives over Q.2 We consider

ς∗Q = the endomorphism of Qk = Quot(Ak) induced by ς∗ : Ak → Ak,

and state the generalized definition of pre-t-motives for arbitrary function fields as follows:

Definition 2.3.1. Let r ∈ N be a non-negative integer.

(i) A (dual) Papanikolas Q-motive of rank r over k is a pair P = (P, σP ) where P is a
Qk-vector space of dimension r and σP : ς∗QP → P a Qk-isomorphism.

(ii) A morphism f : (P1, σP1) → (P2, σP2) of Papanikolas Q-motives over k is a Qk-
homomorphism f : P1 → P2 such that the following diagram commutes

ς∗QP1
σP1 //

ς∗Qf

��

P1

f

��
ς∗QP2

σP2 // P2.

(2.2)

2 See [DMOS82, Prop. 6.5].
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We denote the category of Papanikolas Q-motives by P and the set of morphisms between
Papanikolas Q-motives P 1 and P 2 by HomP(P 1, P 2).

Definition 2.3.2. A short exact sequence of Papanikolas Q-motives over k

0 −→ (P ′, σP ′) −→ (P, σP ) −→ (P ′′, σP ′′) −→ 0

is a sequence of Papanikolas Q-motives such that the underlying sequence of Qk-vector spaces
is exact.

By Lemma 1.1.3 we may replace the Qk-isomorphism σP : ς∗QP → P underlying a Pa-
panikolas Q-motive (P, σP ) with a bijective ς∗Q-linear map σ : P → P . Then the Qk-vector
space P is a module over Qk[σ, σ−1] that is the non-commutative polynomial ring defined by
the rule

σµ = ς∗Q(µ)σ = µ(−1)σ

for all µ ∈ Qk. Thus kernels and cokernels of morphisms of Papanikolas Q-motives are the
ordinary group-theoretic kernels and cokernels in the category of Qk[σ, σ−1]-modules and
exist for all morphisms in P. Clearly any morphism with vanishing kernel and cokernel is an
isomorphism, so that P is an abelian category. The set of morphisms between Papanikolas
Q-motives is naturally a Q-vector space. By the next proposition, we find in particular that
it is finite dimensional over Q.

Proposition 2.3.3 (Cf. [And86, Thm. 2]). Let P 1 = (P1, σP1) and P 2 = (P2, σP2) be
Papanikolas Q-motives of respective ranks r and r′. Then the evident map

HomP(P 1, P 2)⊗Fq k −→ HomQk(P1, P2)

is injective.

Proof. For the sake of contradiction, we assume that the lemma is false. Hence, we may
choose a smallest positive integer n such that there are Fq-linearly independent morphisms
fi : P 1 → P 2, 1 ≤ i ≤ n, of Papanikolas Q-motives and β1, . . . , βn ∈ k with

n∑
i=1

βifi = 0 in HomQk(P1, P2). (2.3)

Without loss of generality we may assume β1 = 1. By the condition σP2 ◦ ς∗Qfi = fi ◦ σP1 , we
have

n∑
i=1

β
(1)
i fi(σP1(ς∗Qp)) = 0 for all ς∗Qp ∈ ς∗QP1.

Since σP1(ς∗QP1) ∼= P1, we find

n∑
i=1

β
(−1)
i fi = 0 in HomQk(P1, P2). (2.4)

Subtracting (2.4) from (2.3) yields
n∑
i=2

(βi − β(−1)
i )fi = 0 in HomQk(P1, P2).

By the minimality of n, βi−β(−1)
i = 0 must hold, and thus βi ∈ Fq for all i . Since f1, . . . , fr

are Fq-linearly independent, we deduce βi = 0 for all i. This contradicts the assumption
β1 = 1.
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In order to make P into a rigid abelian Q-linear tensor category, we now introduce tensor
products of Papanikolas Q-motives. One sees directly that the category of Papanikolas Q-
motives is closed under the formation of tensor products.

Definition 2.3.4 (Cf. [Pap08, §3.2.4]). (i) Let P 1 = (P1, σP1) and P 2 = (P2, σP2) be Pa-
panikolas Q-motives over k. The tensor product of P 1 and P 2 is the Papanikolas
Q-motive that consists of the finite dimensional Qk-vector space P1 ⊗Qk P2 and the
Qk-isomorphism

σP1⊗QkP2
:= σP1 ⊗ σP2 .

(ii) Let 1Qk = (1Qk , σ1Qk ) be the Papanikolas Q-motive over k consisting of the Qk-vector
space 1Qk := Qk together with the natural isomorphism σ1Qk : ς∗Q1Qk

∼→ 1Qk .

Obviously, 1Qk is an identity object for tensor products in P. Motivated by the commu-
tative diagram (2.2), we define inner hom and duals of Papanikolas Q-motives.

(i) We define the inner hom Hom(P 1, P 2) to be the finite dimensional Qk-vector space
HomQk(P1, P2) together with the Qk-isomorphism

σHom(P 1,P 2) : ς∗Q HomQk(P1, P2) → HomQk(P1, P2),

ς∗Qf 7→ σP2 ◦ ς∗Qf ◦ σ−1
P1
.

(ii) We define the dual P∨1 of P 1 to be the Papanikolas Q-motive P∨1 := Hom(P 1,1Qk)
over k.

By the next proposition we find that Hom(P 1, P 2) plays indeed the role of an inner hom in
P that is compatible with tensor products.

Proposition 2.3.5. (i) Let P 1 = (P1, σP1), P 2 = (P2, σP2) and P 3 = (P3, σP3) be Pa-
panikolas Q-motives over k. The inner hom satisfies the adjunction formula

HomP(P 1 ⊗ P 2, P 3) ∼= HomP(P 1,Hom(P 2, P 3)).

(ii) Consider finite families (P i)i∈I and (P ′i)i∈I of Papanikolas Q-motives over k. Then
there is a isomorphism

t⊗i∈IP i,⊗i∈IP ′i : ⊗i∈I Hom(P i, P
′
i)
∼→ Hom(⊗i∈IP i,⊗i∈IP ′i).

(iii) Every Papanikolas Q-motive P over k is reflexive.

Proof. The natural map

HomQk(P1 ⊗ P2, P3) → HomQk(P1,HomQk(P2, P3)),
f 7→ f̃ ,

with f̃(p) := (q 7→ f(p ⊗ q)) is an isomorphism of Qk-vector spaces. Moreover, f ∈
HomP(P 1 ⊗ P 2, P 3) if and only if

σP3 ◦ ς∗Qf(ς∗Qp⊗ ς∗Qq) = f
(
σP1(ς∗Qp)⊗ σP2(ς∗Qq)

)
(2.5)

for all ς∗Qp ∈ ς∗QP1 and ς∗Qq ∈ ς∗QP2. Similarly f̃ ∈ HomP(P 1,Hom(P 2, P 3)) is equivalent to

σP3 ◦ ς∗Qf̃(ς∗Qp) ◦ σ−1
P2

(q′) = f̃
(
σP1(ς∗Qp)

)
(q′) (2.6)
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for all ς∗Qp ∈ ς∗QP1 and q′ ∈ P2. We may write (2.6) alternatively as

σP3 ◦ ς∗Qf̃(ς∗Qp)(ς
∗q) = f̃

(
σP1(ς∗Qp)

)
(σP2(ς∗Qq)),

for all ς∗Qp ∈ ς∗QP1 and ς∗Qq ∈ ς∗QP2. By definition of f̃ we find that the equations (2.5) and
(2.6) are equivalent, thus proving the adjunction formula. As we have seen in Section 1.2,
the adjunction formula provides the existence of the morphisms t⊗i∈IP i,⊗i∈IP ′i and iP : P →
(P∨)∨. By definition, these morphisms of dual Papanikolas Q-motives are isomorphisms since
the underlying morphisms of Qk-vector spaces are known to be bijective.

Thus we may adapt [Pap08, Thm. 3.2.13] to the general case and state

Theorem 2.3.6. The category P of Papanikolas Q-motives is a rigid abelian Q-linear tensor
category.

Recall that the finite ring homomorphism i∗ : Fq[t] ↪→ A induces a homomorphism i∗ :
Fq(t) ↪→ Q that makes Q into a free Fq(t)-module of rank r̃ = deg i. If (P, σP ) is a Papanikolas
Q-motive we have then P ∼= Mat1×r′(k(t)) where r′ = r · r̃.

As for a dual Anderson A-motive, we call

p =

 p1
...
pr′

 ∈ Matr′×1(P )

a (k(t)-)basis for P if p1, . . . , pr′ ∈ P form a k(t)-basis for P . This provides an isomorphism

Mat1×r′(k(t))
·p→ P.

Then there is a unique matrix Φp ∈ GLr′(k(t)) such that(
σP
(
ς∗Q,P (p1)

)
, . . . , σP

(
ς∗Q,P (pr′)

))tr = Φp · p,

where ς∗Q,P : P → ς∗QP is the ς∗Q-linear map given by p 7→ p ⊗ 1. We say that Φp represents
σP with respect to the basis p.

Lemma 2.3.7. (i) Let p = (p1, . . . , pr1r̃)
tr and q = (q1, . . . , qr2r̃)

tr be k(t)-bases for Pa-
panikolas Q-motives (P1, σP1) and (P2, σP2) of rank r1 and r2, respectively. Then the
Kronecker product

Φp⊗q = Φp ⊗ Φq

represents σP1⊗P2 with respect to the k(t)-basis

p⊗ q := (p1 ⊗ q1, p1 ⊗ q2, . . . , pr1r̃ ⊗ qr2r̃)tr for P1 ⊗ P2.

(ii) Consider a Papanikolas Q-motive P = (P, σP ) and its dual P∨ = (P∨, σP∨). Let
p = (p1, . . . , pr)

tr be a basis for P and p∨ = (p∨1 , . . . , p
∨
r )tr be the dual basis for the dual

vector space P∨ of P . Then Φp∨ = (Φ−1
p )tr represents σP∨ with respect to p∨.

Proof. Part (i) is clear from the definition of the Kronecker product. To see (ii), recall that
by definition

σP∨ : ς∗QP
∨ → P∨, ς∗Qp̌ 7→ σ1Qk ◦ ς

∗
Qp̌ ◦ σ−1

P .

The natural isomorphism σ1Qk is represented by the r̃ × r̃-identity matrix with respect to
a k(t)-basis of Qk. Hence, if Φp represents σP with respect to the basis p, then (Φ−1

p )tr

represents σP∨ with respect to p∨.
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Finally, we want to associate a Papanikolas Q-motive with a dual Anderson A-motive
(M, σM) of rank r over k. Note that Qk is in particular a flat Ak-module, so that P :=
M⊗Ak Qk is a Qk-vector space of dimension r and σP := σM⊗ idQk : ς∗QP → P is an injective
Qk-homomorphism between Qk-vector spaces of the same dimension and thus also surjective.
By Proposition 2.2.11 we may state the following:

Definition 2.3.8. (i) Let P : DA I →P be the fully faithful functor from the category of
dual Anderson A-motives up to isogeny to the category of Papanikolas Q-motives that
sends an Anderson A-motive M of rank r over k to its associated Papanikolas Q-motive
P(M) := (M⊗Ak Qk, σM ⊗ idQk) of rank r over k.

(ii) When A = Fq[t], we define the dual Lefschetz t-motive L = (L, σL) over k to be the
Papanikolas Q-motive associated with the dual Carlitz t-motive C over k.

Note that L⊗ L∨ ∼= 1Qk . Hence, the dual Lefschetz t-motive is invertible and the functor
(P 7→ P ⊗ L) : P →P is an equivalence of categories.

Corollary 2.3.9. Let P 1 and P 2 be Papanikolas Q-motives over k and n ∈ N. Then the
natural map

HomP(P 1, P 2) → HomP(P 1 ⊗ Ln, P 2 ⊗ Ln),
f 7→ f ⊗ idLn ,

is an isomorphism.

2.4 Algebraic σ-sheaves, purity and tensor products

Grothendieck’s motives are either pure or mixed objects. In this section, we first define
algebraic σ-sheaves and through these pure dual Anderson A-motives in analogy with pure
motives. This is also necessary in order to assign later a pure Q-Hodge-Pink structure to a
pure dual Anderson A-motive. Due to space consideration, we do not pursue the aspect of
mixed dual Anderson A-motives in this thesis.

The purity condition adds additional information at ∞k := ∞ ×Spec Fq Spec k. A dual
Anderson A-motive over k will give rise to a locally free algebraic σ-sheaf over A on Spec k
and the purity condition provides an extension to a locally free sheaf on all of Ck. Similarly,
a Papanikolas Q-motive over k defines a smooth algebraic σ-sheaf over Q on Spec k. In the
next section, we then define rigid analytic triviality of dual Anderson A-motives in terms of
the corresponding algebraic σ-sheaves.

Suited to these purposes, we let the “coefficient ring” C in the definition of σ-sheaves over
C on Spec k be either A or Q. Moreover, we denote the pullback of a coherent sheaf F on
Spec C ×Fq Spec k along id×Frob−1

q,Spec k by ς∗CF .

Definition 2.4.1 (Cf. [BH07a, Def. 1.1]). Let C be either A or Q and S := Spec C its
spectrum.

(i) An (algebraic) σ-sheaf over C on Spec k is a pair F := (F , σF ) consisting of a coherent
sheaf F on S ×Spec Fq Spec k and an OS×Spec FqSpec k-module homomorphism σF : ς∗CF →
F . We call F locally free of rank r if F is locally free of rank r on S ×Spec Fq Spec k and
smooth if σF is an OS×Spec FqSpec-module isomorphism.

(ii) A homomorphism of (algebraic) σ-sheaves (F , σF ) and (G, σG) is an OS×Spec FqSpec k-
module homomorphism f : F → G such that σG ◦ ς∗Cf = f ◦ σF .
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(iii) We define the tensor product F ⊗G of two σ-sheaves F = (F , σF ) and G = (G, σG) over
C on Spec k to be the coherent sheaf F ⊗OC G on S ×Spec Fq Spec k together with the
OS×Spec FqSpec k-module homomorphism σF⊗G := σF ⊗ σG .

We denote the category of algebraic σ-sheaves over C on Spec k by Cohσ(Spec k, C).

Remark 2.4.2. Within this and the next section, we follow widely the notation of [BH07a].
Böckle and Hartl define algebraic σ-sheaves on X where X is a k-scheme locally of finite
type to study rigid analytic triviality of families of non-dual Anderson A-motives. We could
carry this over to our dual setting, but do not want to pursue this here and therefore restrict
ourselves to the case X = Spec k.

As desired, we see that a dual Anderson A-motive M = (M, σM) of rank r over k defines a
locally free σ-sheaf of rank r over A on Spec k that we denote by FM = (FM, σFM

). Similarly,
we write FP = (FP , σFP ) for the smooth locally free σ-sheaf of rank r over Q on Spec k
corresponding to a Papanikolas Q-motive (P, σP ) of rank r over k.

Purity and tensor products

In order to define purity of dual Anderson A-motives, we fix some further notation. Let D
be a divisor on C. We denote the invertible sheaf on all of Ck whose sections ϕ have divisor
(ϕ) ≥ −D by OCk(D). For a coherent sheaf M on Ck we set M(D) := M⊗OCk OCk(D).
Moreover, we let z be a uniformizing parameter of A∞,k.

Definition 2.4.3 (Cf. [BH09, Def. 1.1]). Let l, n be integers with n > 0.

(i) A locally free σ-sheaf F = (F , σF ) of rank r over A on Spec k is called pure of weight l
n if

F admits an extension to a locally free sheafM of rank r on Ck such thatM|SpecAk = F
and the OSpecAk -module homomorphism

σnF := σF ◦ ς∗AσF ◦ . . . ◦ (ς∗A)n−1σF : (ς∗A)nF → F

induces an isomorphism
(ς∗)nM∞k

∼→M(l · ∞k)∞k
(2.7)

of the stalks of M at ∞k. We call wt(F) := l
n the weight of F .

(ii) We call a dual Anderson A-motive M = (M, σM) over k pure of weight l
n if there is a

free A∞,k-module WM ⊆ M⊗Ak Q∞,k of rank r such that

zl(σM ⊗ idQ∞,k)n((ς∗Q∞)nWM) ∼→WM. (2.8)

The weight of M is denoted by wt(M) := l
n .

(iii) A Papanikolas Q-motive P = (P, σP ) of rank r over k is called pure of weight l
n if there

is a free A∞,k-module WP ⊆ P ⊗Qk Q∞,k of rank r such that

zl(σP ⊗ idQ∞,k)n((ς∗Q∞)nWP ) ∼→WP . (2.9)

The weight of P is denoted by wt(P ) := l
n .

Corollary 2.4.4. A dual Anderson A-motive M over k is pure of weight l
n if and only if its

associated Papanikolas Q-motive P(M) over k is pure of weight l
n .
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As the next proposition shows, every dual Drinfeld A-motive of rank r over k is an example
for a pure dual Anderson A-motive.

Proposition 2.4.5 (Cf. [And86, Prop. 4.1.1]). If M = (M, σM) is a dual Drinfeld A-module
of rank r over k, then M is pure of weight 1

r .

Proof. Using the inclusion i∗ : Fq[t]→ A, we choose a non-constant a ∈ A such that Q∞,k =
A⊗Fq [a] k(( 1

a)). Thus we may assume A = Fq[t] and z = 1
t . Let m ∈ M be a k[σ]-basis of M

and (1, σ, . . . , σr−1)tr the usual k[t]-basis for M. Then there are unique αi ∈ k, i = 0, . . . , r−1,
such that

tm =

(
r−1∑
i=0

αiσ
i

)
m.

For all j � 0, we define the k[[z]]-module Wj of rank r by putting

Wj := 〈m, σm, . . . , σj(r−1)m〉k[[z]] ⊂ M⊗k[t] k((z)).

We then find
tWj = tWj +Wj = Wj+1 = σrWj +Wj = σrWj ,

and conclude that M is indeed pure of weight 1
r .

Lemma 2.4.6. A dual Anderson A-motive M over k is pure of weight l
n if and only if its

associated locally free σ-sheaf (FM, σFM
) over A on Spec k is pure of weight l

n .

Proof. For a proof that the conditions (2.7) and (2.8) are equivalent in the non-dual setting,
see [LRS93, Thm. 3.17]. This proof could be adapted to dual Anderson A-motives. Due to
page limit, we only sketch a proof.

Suppose first that FM admits an extension to a locally free sheafM on Ck that satisfies the
purity condition (2.7). Let WM be the completion ofM∞k

at ∞k. Then WM ⊆ M⊗Ak Q∞,k
is a free A∞,k-module of rank r and in order to even out the pole of degree l at ∞k we

multiply by zl so that zl(σM ⊗ idQ∞,k)n
(

(ς∗Q∞)n(M⊗Ak Q∞,k)
)
→ M ⊗Ak Q∞,k satisfies as

desired
zl(σM ⊗ idQ∞,k)n

(
(ς∗Q∞)nWM

) ∼→WM.

Conversely, suppose that there is a free A∞,k-module WM ⊆ M⊗Ak Q∞,k of rank r such that
(2.8) holds. Then we get the desired locally free sheafM on Ck by the construction described
in [Gos96, §6]; see [Gos96, Rem. 6.2.14]. The purity condition at ∞k must hold because of
the data given by WM.

In order to show that the weight of a pure dual Anderson A-motive of rank r and dimension
d in fact equals d

r , we need the following:

Lemma 2.4.7. Let G be a coherent sheaf on Ck. Then deg ς∗G = deg G.

Proof. By [BH09, Lem. 1.3] we know that deg ς∗G = degF ∗(ς∗G) = deg G.

Corollary 2.4.8 (Cf. [BH09, Prop. 1.2]). Let M = (M, σM) be a pure dual Anderson A-
motive of rank r and dimension d over k. Then wt(M) = d

r . In particular, each dual Carlitz
A-motive is pure of weight 1.
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Proof. Suppose wt(M) = l
n and let M be the locally free coherent sheaf on Ck that satisfies

the purity condition (2.7). Then

l ·r = degM(l ·∞)−degM Lem. 2.4.7= degM(l ·∞)−deg(ς∗)nM = dimk cokerσnM = d ·n.

Finally, we want to show that two isogenous dual Anderson A-motives are either both pure
or none of them. This allows us to define the category of pure dual Anderson A-motives up
to isogeny.

Proposition 2.4.9 (Cf. [Har08, Prop. 2.4.6]). Let f : M → N be an isogeny between two
dual Anderson A-motives M = (M, σM) and N = (N, σN) over k. Then M and N are dual
Anderson A-motives of the same rank and dimension over k and M is pure of weight l

n if
and only if N is pure of the same weight.

Proof. Suppose M has rank r and is pure of weight l
n . Then there is an A∞,k-module

WM ⊆ M⊗Ak Q∞,k of rank r satisfying the purity condition (2.8).
By Lemma 2.2.2 and Proposition 2.2.3 it remains to show that M is pure if and only if N

is pure. Notice that Q∞,k is a flat Ak-module and

f⊗idQ∞,k : M⊗AkQ∞,k → N⊗AkQ∞,k, (σM⊗idQ∞,k)n : (ς∗Q∞)n(M⊗AkQ∞,k)→ M⊗AkQ∞,k
and (σN ⊗ idQ∞,k)n : (ς∗Q∞)n(N⊗Ak Q∞,k)→ N⊗Ak Q∞,k

are injective Q∞,k-homomorphisms between free Q∞,k-modules of the same rank so that they
must be isomorphisms.

We put WN := (f ⊗ idQ∞,k)(WM) ⊆ N⊗Ak Q∞,k that is an A∞,k-module of rank r.
Then the following diagram commutes

WM
� � / M⊗Ak Q∞,k ∼

f⊗idQ∞,k // N⊗Ak Q∞,k WN? _o

(ς∗Q∞)nWM

OO

� � / (ς∗Q∞)n(M⊗Ak Q∞,k)
(ς∗Q∞ )n(f⊗idQ∞,k )

∼
//

(σM⊗idQ∞,k )n

OO

(ς∗Q∞)n(N⊗Ak Q∞,k)

(σN⊗idQ∞,k )n

OO

(ς∗Q∞)nWN.? _o

OO

Thus zl(σN ⊗ idQ∞,k)n((ς∗Q∞)nWN) ∼= WN by purity of M and we conclude that N is pure of
the same weight. For the converse take WM := (f⊗ idQ∞,k)−1(WN) so that the same diagram
shows that M is pure of weight l

n if the same holds for N.

Definition 2.4.10. We define the following strictly full subcategories by restriction:

(i) the category PDA I ⊂ DA I of pure dual Anderson A-motives up to isogeny by re-
striction,

(ii) the category PDA I
+ ⊂ DA I

+ of pure dual Anderson A-motives of positive rank and
dimension up to isogeny by restriction,

(iii) the category PP ⊂P of pure Papanikolas Q-motives by restriction.

Recall that the tensor product of Papanikolas Q-motives (P1, σP1) and (P2, σP2) is the
Papanikolas Q-motive

(P1 ⊗Qk P2, σP1 ⊗ σP2).

For dual Anderson A-motives (M1, σM1) and (M2, σM2), it is not clear that the pair (M⊗Ak
N, σM⊗AkN) defines a dual Anderson A-motive. We show this for pure dual Anderson A-
motives with the help of the additional information given by purity.
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Proposition 2.4.11 (Cf. [And86, Prop. 1.11.1]). Consider pure dual Anderson A-motives
M and N of rank r and s, respectively. Then M ⊗ N := (M ⊗Ak N, σM⊗AkN) is a pure dual
Anderson A-motive of rank rs and weight wt(M) + wt(N).

Proof. Suppose M and N are pure of weight l1
n1

and l2
n2

, respectively. Then there are A∞,k-
modules

WM ⊆ M⊗Ak Q∞,k and WN ⊆ N⊗Ak Q∞,k
of rank r and s, respectively, such that

zl1(σM ⊗ idQ∞,k)n1
(
(ς∗Q∞)n1WM

) ∼→WM and zl2(σN ⊗ idQ∞,k)n2
(
(ς∗Q∞)n2WN

) ∼→WN.

The Ak-homomorphism σM1⊗AkM2
:= σM⊗σN induces a ς∗-linear map that we denote by σ as

usual. By definition, M1⊗Ak M2 is a locally free Ak-module and the cokernel of the injective
Ak-homomorphism σM1⊗AkM2 is killed by a power of the ideal J := (a⊗ 1− 1⊗ γ(a)|a ∈ A).
Hence, it remains only to check that M ⊗Ak N is finitely generated over k[σ] and is pure of
weight wt(M) + wt(N). The A∞,k-module

WM⊗N := WM ⊗A∞,k WN ⊂ (M⊗Ak N)⊗Ak Q∞,k

has rank r1r2 and satisfies

zl1n2+l2n1
(
σ ⊗ idQ∞,k

)n1n2 WM⊗N
∼→WM⊗N.

We define an increasing filtration W0 ⊂W1 ⊂W2 ⊂ . . . by setting

Wj := (M⊗Ak N) ∩ z−(j+N0)(l1n2+l2n1)WM⊗N for j ≥ 0,

where N0 ∈ N>0 is sufficiently large so that

M⊗Ak N + z−N0WM⊗N = (M⊗Ak N)⊗Ak Q∞,k. (2.10)

Then there are evident maps

Wj+1/Wj
∼→ z−(j+N0+1)(l1n2+l2n1)WM⊗N/z

−(j+N0)(l1n2+l2n1)WM⊗N

∼→ (σ ⊗ idQ∞,k)(j+N0+1)(n1n2)WM⊗N/(σ ⊗ idQ∞,k)(j+N0)(n1n2)WM⊗N.

We conclude that
z−(l1n2+l2n1)Wj +Wj = Wj+1 = Wj + σn1n2Wj (2.11)

holds for all j ≥ 0. Because WM⊗N
∼= k[[z]]⊕r1r2 , the Wj are finite dimensional over k.

Moreover, M⊗Ak N = ∪j≥0Wj , so that M⊗Ak N is finitely generated over k[σ] by (2.11) and
the assertion follows.

Remark 2.4.12 (Cf. [Tae09, Thm. 5.3.1]). In case k is algebraically closed, Laumon proves
that every locally free coherent Q∞,k-module W of finite rank together with an isomorphism
σW : ς∗Q∞W

∼→ W admits a classification; that is, a decomposition into so-called “building
blocks” of different weights [Lau96, Thm. 2.4.5/App. B]. The weights of an arbitrary dual
Anderson A-motive (M, σM) over k are defined to be these weights occurring in the classifi-
cation of M⊗Ak Q∞,k. As all of them must be positive, it is possible to show the preceding
proposition for arbitrary dual Anderson A-motives in a similar way (for a proof of this when
A = Fq[t], see also [ABP, Thm. 1.5.10]).
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Definition 2.4.13. (i) The tensor product M1⊗M2 of two pure dual Anderson A-motives
M1 and M2 is defined to be the dual Anderson A-motive (M1 ⊗Ak M2, σM1 ⊗ σM2).

(ii) We let 1Ak = (1Ak , σ1Ak ) be the dual Anderson A-motive over k consisting of the
Ak-module 1Ak := Ak together with the natural injection σ1Ak : ς∗1Ak

∼→ 1Ak .

Clearly 1Ak plays the role of a unit object in PDA I . In order to see that PDA I and
PP are abelian Q-linear tensor categories, we show that kernels and cokernels exist in
PDA I and PP.

Proposition 2.4.14. (i) Consider a short exact sequence of Papanikolas Q-motives

0 −→ P ′ −→ P −→ P ′′ −→ 0.

If P = (P, σP ) is pure, then P ′ = (P ′, σP ′) and P ′′ = (P ′′, σP ′′) are also pure.

(ii) Consider a short exact sequence of dual Anderson A-motives in DA I

0 −→ M′ −→ M −→ M′′ −→ 0.

If M = (M, σM) is pure, then M′ = (M′, σM′) and M′′ = (M′′, σM′′) are also pure.

Proof. To see (i), suppose that WP is the Q∞,k-module given by the purity of P . We set

WP ′ := WP ∩ P ′ ⊗Qk Q∞,k ⊂ P ⊗Qk Q∞,k and WP ′′ := WP /WP ′

so that we obtain a short exact sequence

0 −→WP ′ −→WP −→WP ′′ −→ 0.

The isomorphism zl(σP ⊗ idQ∞,k)n((ς∗Q∞)nWP ) ∼→WP induces isomorphisms

zl(σP ′ ⊗ idQ∞,k)n((ς∗Q∞)nWP ′)
∼→WP ′ and zl(σP ′′ ⊗ idQ∞,k)n((ς∗Q∞)nWP ′′)

∼→WP ′′ ,

whence the assertion holds.
The short exact sequence of dual Anderson A-motives in DA I in (i) induces a short exact

sequence of Papanikolas Q-motives

0 −→ P(M′) −→ P(M) −→ P(M′′) −→ 0.

Since a dual Anderson A-motive is pure if and only if its associated Papanikolas Q-motive is
pure, we may deduce (ii) from (i).

Corollary 2.4.15. The category PDA I and PP are abelian Q-linear tensor categories.

The category PDA I is still not exactly what we are looking for. In the next section, we
study rigid analytic triviality of dual Anderson A-motives. We see next that we may define
the strictly full subcategory of pure rigid analytically trivial dual Anderson A-motives up to
isogeny by restriction.
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2.5 Rigid analytic σ-sheaves and rigid analytic triviality

We want to introduce rigid analytic triviality of dual Anderson A-motives and Papanikolas
Q-motives. This allows us to define the fiber functor underlying the Tannakian category of
pure dual t-motives in the next section.

We first define the “rigid analytification” of algebraic σ-sheaves corresponding to dual
Anderson A-motives, which we call rigid analytic σ-sheaves. An algebraic σ-sheaf is said to
be rigid analytically trivial if its associated rigid analytic σ-sheaf is trivial. We then call a
dual Anderson A-motive rigid analytically trivial if its corresponding algebraic σ-sheaf is rigid
analytically trivial. Similarly, we define rigid analytic triviality of Papanikolas Q-motives.
We see that a dual Anderson A-motive is rigid analytically trivial if and only if its associated
Papanikolas Q-motive is rigid analytically trivial. Henceforth, there is a well-defined functor
PRDA I → PR from the category of pure rigid-analytic trivial dual Anderson A-motives
up to isogeny to the category of pure rigid analytically trivial Papanikolas Q-motives that
we also denote by P by abuse of notation.

As needed for the definition of rigid analytic σ-sheaves on Sp k and hence the study of
rigid analytic triviality we assume for the rest of this chapter that k is perfect and a complete
subfield of C∞ that contains Q∞. In fact, k and C∞ are complete extensions of Q∞ since | · |∞
extends canonically to k and C∞, respectively (cf. [Gos96, §2]). We denote these extensions
also by | · |∞. Note that such a field k is automatically an A-field (k, γ) via the inclusion
γ : A ↪→ Q ↪→ Q∞ ↪→ k so that k has generic characteristic.

Furthermore, we define the following k-algebras and rigid k-spaces:

1. In order to “rigidify” algebraic σ-sheaves over A on Spec k:

A(∞) := (SpecAk)rig = Sp(Ak{t})

whose coordinate ring is the ring of entire functions on A(∞)

A(∞) := Ak{t} := A⊗Fq [t] k{t}.

2. To study triviality of rigid analytic σ-sheaves over A(∞) and rigid analytic triviality of
dual Anderson A-motives over k:

A(1) := Sp(A⊗Fq [t] k〈t〉) = SpA×Sp k Dk

whose coordinate rings is

A(1) := Ak〈t〉 := A⊗Fq [t] T with T := k〈t〉.

3. To define rigid analytic triviality of Papanikolas Q-motives over k:

Q(1) := Quot(A(1)).

We will refer to A(∞) and A(1) in the following as the coefficient rings for rigid analytic
σ-sheaves. If C is one of them and S its spectrum we denote the pullback of Frob−1

q,Sp k along
S→ Sp k by ςC : S→ S.

Definition 2.5.1 (Cf. [BH07a, Def. 1.2]). Let C be one of the coefficient rings listed above
and S := Sp C.
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(i) A rigid (analytic) σ-sheaf over C on Sp k is a pair F̃ := (F̃ , σF̃ ), where F̃ is a coherent
sheaf of OS-modules on S and an OS-module homomorphism σF̃ : ςCF̃ → F̃ .
We say that F̃ is locally free of rank r if F̃ is locally free of rank r on S and smooth if
σF̃ is an isomorphism.

(ii) A homomorphism of rigid (analytic) σ-sheaves (F̃ , σF̃ ) and (G̃, σG̃) is an OS-module
homomorphism f : F̃ → G̃ such that σG̃ ◦ ς∗Cf = f ◦ σF̃ .

(iii) We define the tensor product F̃ ⊗ G̃ of two σ-sheaves F̃ = (F̃ , σF̃ ) and G̃ = (G̃, σG̃) over
C on Sp k to be the coherent sheaf of OS-modules F̃ ⊗OSp C

G̃ on S together with the
OS-module homomorphism σF̃⊗G̃ := σF̃ ⊗ σG̃ .

We denote the category of rigid analytic σ-sheaves over C on Sp k by C̃ohσ(Sp k,C).

If F = (F , σF ) is an algebraic σ-sheaf over A on Spec k, we may naturally associate a rigid
analytic σ-sheaf F rig := (F rig, σFrig) over A(∞) on Sp k with F where F rig is the pullback
along the morphism

Sp(A(∞)) = (SpecAk)rig → SpecAk

and σFrig is the homomorphism

σFrig : ς∗A(∞)F rig → F rig

induced by σF . If F is locally free of rank r, the same is true for F rig.
So if M = (M, σM) is a dual Anderson A-motive over k, we obtain its “analytification”

in the form of a rigid σ-sheaf (F rig
M , σFrig

M
) over A(∞) on Sp k. Taking global sections yields

the A(∞)-module M(∞) := M ⊗Ak A(∞) = M ⊗Ak k{t} and the induced A(∞)-module
homomorphism

σM(∞) = σM ⊗ id : ς∗A(∞)M(∞)→ M(∞).

We give now the example of the “most trivial” rigid σ-sheaves over C.

Example 2.5.2 (Cf. [BH07a, Ex. 1.3]). Let C be one of the coefficient rings. Then the
simplest rigid σ-sheaf in C̃ohσ(Sp k,C) is the rigid σ-sheaf 1C := (1C, σ1C

) over C on Sp k
where 1C is the structure sheaf OSp C and σ1C

is the natural isomorphism

ς∗COSp C
∼−→ OSp C.

This means the induced C-module homomorphism on global sections is

ς∗CC
∼−→ C.

In order to define triviality of rigid σ-sheaves over A(∞), we assign σ-sheaves over A(1)
to them by applying “change of coefficients”.

Definition 2.5.3 (Change of coefficients). Let F̃ = (F̃ , σF̃ ) be a rigid σ-sheaf over A(∞)
on Spec k. We may restrict coefficients from A(∞) to A(1) so that we obtain a rigid σ-sheaf
F̃ ⊗A(∞) A(1) = (F̃ ⊗A(∞) A(1), σF̃⊗A(∞)A(1)

) over A(1) on Sp k with F̃ ⊗A(∞) A(1) = F̃ |A(1)

and the well-defined OA(1)-module homomorphism σF̃⊗A(∞)A(1)
: ς∗A(1)(F̃ ⊗A(∞) A(1)) →

F̃ ⊗A(∞) A(1) induced by σF̃ .
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Note that for a dual Anderson A-motive (M, σM) the associated rigid σ-sheaf F rig
M ⊗A(∞)

A(1) over A(1) on Sp(k) arises from a pair (M(1), σM(1)), which consists of the A(1)-module

M(1) := (M⊗Ak A(∞))⊗A(∞) A(1) = M⊗Ak A(1)

and the A(1)-homomorphism

σM(1) : ς∗A(1)M(1)→ M(1), ς∗A(1)(m⊗ f) 7→ σM(ς∗(m))⊗ f for m ∈ M, f ∈ A(1).

Definition 2.5.4 (Cf. [BH07a, Def. 1.6]). Denote the global sections of a rigid σ-sheaf F̃ =
(F̃ , σF̃ ) over C on Sp k by MF̃ := Γ(Sp C, F̃) and the corresponding C-module homomorphism

by σMF̃ . We define the σ-invariants F̃σ(k) of F̃ to be

Mσ
F̃ := {m ∈MF̃ | σMF̃ (ς∗Cm) = m}.

In fact, Mσ
F̃

is a module over 1σC(k) = {m ∈ C : ς∗Cm = m}. Observe that 1σC(k) = Cσ = A if
C is A(1).

Let F̃ = (F̃ , σF̃ ) be a locally free rigid σ-sheaf over A(1) on Sp k. Define the natural map

φ : F̃σ ⊗C 1C(1) ↪→ F̃ ,

which is given by m⊗ f 7→ fm on global sections (cf. [BH07a, Lem. 4.2]).

Definition 2.5.5 (Cf. [BH07a, Def. 4.1]). (i) We call a locally free rigid σ-sheaf F̃ over
A(1) on Sp k trivial if

F̃σ ⊗A 1A(1)
∼= F̃ .

(ii) We call a locally free rigid σ-sheaf F̃ over A(∞) on Sp k trivial if the σ-sheaf F⊗C(∞)C(1)
over A(1) arising by change of coefficients is trivial.

(iii) We call a locally free algebraic σ-sheaf (F , σF ) rigid analytically trivial if its “rigid
analytification” (F rig, σFrig) is trivial.

(iv) Consider the natural A(1)-homomorphism

σM(1)σ⊗AA(1) : ς∗A(1) (M(1)σ ⊗A A(1)) ∼→ M(1)σ ⊗A A(1).

We call a dual Anderson A-motive M = (M, σM) of rank r over k rigid analytically
trivial if its associated rigid σ-sheaf (F rig

M , σFrig
M

) over Sp k is trivial, so if

φ :
(

M(1)σ ⊗A A(1)
σM(1)σ⊗AA(1)

)
→
(

M(1) = M⊗Ak A(1)
σM(1)

)
with φ(m⊗ f) := fm is an isomorphism.

Motivated by this, we make the analogous definitions for Papanikolas Q-motives.

Definition 2.5.6. Consider a Papanikolas Q-motive (P, σP ) over k and the map ς∗Q(1)
:

Q(1)→ Q(1) induced by ς∗A(1)
: A(1)→ A(1).
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(i) We define the Q(1)-module P (1) := P ⊗QkQ(1) together with the Q(1)-homomorphism

σP (1) : ς∗Q(1)P (1) ∼→ P (1)

induced by σP .

(ii) The σ-invariants P (1)σ of P are defined to be the Q-module

P (1)σ := {p ∈ P (1) | σP (1)(ς
∗
Q(1)p) = p}.

(iii) We call a dual Papanikolas Q-motive (P, σP ) over k rigid analytically trivial if the
natural map

φ : P (1)σ ⊗Q Q(1)→ P (1), p⊗ g 7→ gp,

is an isomorphism.

Definition 2.5.7. We define the following strictly full subcategories by restriction:

(i) the category PRDA I ⊂ DA I of pure rigid analytically trivial dual Anderson A-
motives up to isogeny,

(ii) the category PRDA I
+ ⊂ DA I

+ of pure rigid analytically trivial dual Anderson A-
motives of positive rank and dimension up to isogeny,

(iii) the category R ⊂P of rigid analytically trivial Papanikolas Q-motives,

(iv) the category PR ⊂ R of pure rigid analytically trivial Papanikolas Q-motives.

We want to show that we may restrict the functor P : DA I → P to a functor from the
category PRDA I to the category R. In order to do this, we need to show that this is
well-defined. This will follow from the last assertion of the next Proposition.

Using the the inclusions i∗ : Fq[t]→ A and i∗ : Fq(t) ↪→ Q, we see that

M(1) ∼= Mat1×r′(T) and P (1) ∼= Mat1×r′(L) with L := Quot(T),

for a dual Anderson A-motive (M, σM) of rank r over k and Papanikolas Q-motive (P, σP ) of
rank r over k. We may then state the following:

Proposition 2.5.8 (Cf. [Pap08, Prop. 3.3.9 and Prop. 3.4.7]). (i) Let P = (P, σP ) be a
Papanikolas Q-motive of rank r over k and Φp represent σP with respect to a k(t)-basis
p of P .

(a) P is rigid analytically trivial if and only if there is a matrix Ψp ∈ GLr′(L) such
that

Ψ(−1)
p = ΦpΨp.

We call Ψp a rigid analytic trivialization of Φp.

(b) If Ψp is a rigid analytic trivialization of Φp, then the entries of Ψ−1
p p form an

Fq(t)-basis for P (1)σ.

(c) Suppose P is rigid analytically trivial, Φp ∈ Matr′×r′(k[t]) and det(Φp) = α(t−θ)e
for some e ≥ 0 and α ∈ k×. Then there is a rigid analytic trivialization Ψp of Φp

such that Ψp ∈ GLr(T).
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(ii) Let M = (M, σM) be a dual Anderson A-motive of rank r over k and P its associated
Papanikolas Q-motive. Suppose Φm represents σM with respect to a k[t]-basis m ∈
Matr′×1(M) for M.

(a) M is rigid analytically trivial if and only if there is a matrix Ψm ∈ GLr′(T) such
that

Ψ(−1)
m = ΦmΨm.

We call Ψm a rigid analytic trivialization of Φm.

(b) If Ψm ∈ GLr′(T) is a rigid analytic trivialization of Φm, then the entries of Ψ−1
m m

form an Fq[t]-basis for M(1)σ.

(c) M is rigid analytically trivial if and only if P is rigid analytically trivial.

Corollary 2.5.9 (Cf. [Pap08, Theorem 3.4.9]). The functor PRDA I → PR that maps
a pure rigid analytically trivial dual Anderson A-motive M to its associated Papanikolas Q-
motive P(M) is well-defined and fully faithful. By abuse of notation we denote the restriction
also by P. Similarly, we write P : PRDA I

+ →PR.

In order to show that an Anderson A-module is uniformizable in Section 4.1.2 if and only if
its associated dual Anderson A-motive is rigid analytically trivial, we need to state a further
equivalent condition for a dual Anderson A-motive (M, σM) to be rigid analytically trivial.
We define the a-adic completion of M to be

Ma := lim←−M/anM = M⊗Ak lim←−(A/an ⊗Fq k)

(cf. [ABP, §1.8.6]). By viewing M as a free k[t]-module of rank r′ via the ring homomorphism
i∗ : Fq[t]→ A, t 7→ a, we find

Ma = M⊗Ak (A⊗Fq [t] k[[t]]) ∼= Mat1×r′(k[[t]]).

Let σ : M→ M denote the ς∗-linear map induced by σM. Note that σ induces a ς∗A/(a)-linear
map Ma → Ma, which we also denote by σ by abuse of notation. We define the σ-invariants
Mσ
a of Ma to be

Mσ
a := {m ∈ Ma | σ(m) = m}.

Moreover, we call the elements in M(1) ⊆ Ma convergent and m ∈ Ma an M-cycle if m is
convergent and σ-invariant, that is, if

m ∈ M(1) ∩Mσ
a .

Since M(1) ∩Mσ
a = M(1)σ we have the following consequence:

Corollary 2.5.10 (Cf. [ABP, §1.8.7]). A dual Anderson A-module (M, σM) of rank r over
k is rigid analytically trivial if and only if the natural map

(A-module of M-cycles)⊗A A(1) ↪→ M(1)

is bijective.
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2.6 Papanikolas’s definition of pure dual t-motives

Following Papanikolas in [Pap08], we show that PR is a neutral Tannakian category over
Q with fiber functor (P 7→ P (1)σ) : PR →VecQ in the sense of Definition 1.2.11. Having
done this, we define the Tannakian category PT of pure dual t-motives as a subcategory of
PR.

Lemma 2.6.1. Consider a Papanikolas Q-motive P = (P, σP ) of rank r over k and let
µ1, . . . , µm ∈ P (1)σ. If µ1, . . . , µm are linearly independent over Q, then they are linearly
independent over Q(1) in P (1). In particular,

dimQ P (1)σ ≤ r.

Equality holds if and only if P is rigid analytically trivial.

Proof. For the sake of contradiction, we assume that m ≥ 2 is minimal such that µ1, . . . , µm
are linearly independent over Q, but µ1, . . . , µm are not linearly independent over Q(1) in
P (1). That is, there are αi ∈ Q(1) such that

m∑
i=1

αiµi = 0.

Without loss of generality, we suppose α1 = 1. Since imσP ∼= P , we also have
m∑
i=1

α
(−1)
i µi = 0

and thus
∑m

i=1(αi − α(−1)
i )µi =

∑m
i=2(αi − α(−1)

i )µi = 0. Taking M = N = (Ak, ς∗Ak
∼→ Ak)

in Proposition 2.2.11, we find αi ∈ Q. This contradicts the assumption. Thus the natural
map φ : P (1)σ ⊗Q Q(1) → P (1) is injective, which proves dimQ P (1)σ ≤ dimQ(1) P (1) =
dimQk P = r. Clearly equality holds if and only if φ is also surjective, which means that P is
rigid analytically trivial.

Proposition 2.6.2 (Cf. [Pap08, Prop. 3.3.11]). Let P = (P, σP ) be a rigid analytically
trivial Papanikolas Q-motive and

0→ P ′ → P → P ′′ → 0

be a short exact sequence of Papanikolas Q-motives. Then the following hold:

(i) The Papanikolas Q-motives P ′ = (P ′, σP ′) and P ′′ = (P ′′, σP ′′) are also rigid analyti-
cally trivial.

(ii) The sequence 0→ P (1)σ → P ′(1)σ → P ′′(1)σ → 0 is a short exact sequence of Q-vector
spaces.

Proof. By definition, we see that the sequence 0 → P ′(1)σ → P (1)σ → P ′′(1)σ is exact.
Consider the natural map φ : P (1)σ ⊗Q Q(1) → P ′′(1)σ ⊗Q Q(1) that gives rise to the
following commutative diagram with exact rows:

0 // P ′(1)σ ⊗Q Q(1) //

��

P (1)σ ⊗Q Q(1) //

o
��

imφ //

��

0

0 // P ′(1) // P (1) // P ′′(1) // 0.
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Since all three maps are injective by Lemma 2.6.1, we find that all of them must be isomor-
phisms. Hence, P ′ is rigid analytically trivial and

dimQ P
′′(1)σ = dimQ(1) P

′′(1)σ ⊗Q Q(1) ≥ dimQ(1) imφ = dimQ(1) P
′′(1) = dimQk P

′′.

Again by Lemma 2.6.1 we may conclude that P ′′ is rigid analytically trivial. Finally we find
that (ii) holds since

dimQ P (1)σ = dimQk P = dimQk P
′ + dimQk P

′′ = dimQ P
′(1)σ + dimQ P

′′(1)σ.

In particular, we see that kernels and cokernels exist in R, which implies that R is an
abelian category. By (ii), (P 7→ P (1)σ) : PR →VecQ is a Q-linear tensor functor. The
next proposition shows that it is indeed a fiber functor and PP and R are rigid tensor
subcategories of P.

Proposition 2.6.3. Let P 1 = (P1, σP1) and P 2 = (P2, σP2) be rigid analytically trivial
Papanikolas Q-motives of respectively rank r1 and r2 over k. Consider the isomorphisms

φ1 : P1(1)σ ⊗Q Q(1) ∼→ P1(1) and φ2 : P1(1)σ ⊗Q Q(1) ∼→ P1(1).

(i) The natural map HomP(P 1, P 2) → HomQ(P1(1)σ, P2(1)σ), f 7→ φ2 ◦ f ◦ φ−1
1 |P1(1)σ , is

injective;

(ii) P 1⊗P 2 is rigid analytically trivial, and the natural map P1(1)σ⊗QP2(1)σ → (P1⊗P2)σ

is an isomorphism of Q-vector spaces;

(iii) P∨1 is rigid analytically trivial and the natural map (P1(1)σ)∨ → P∨1 (1)σ is an isomor-
phism of Q-vector spaces.

Proof. Part (i) is clear from the definition. To see (ii), we let p and q be k(t)-bases for P 1 and
P 2, respectively. By Lemma 2.3.7 the Kronecker product Φp⊗q = Φp⊗Φq represents σP1⊗P2

with respect to the k(t)-basis p ⊗ q for P1 ⊗ P2. Because P 1 and P 2 are rigid analytically
trivial, there are matrices Ψp and Ψq that are rigid analytic trivializations of Φp and Φq.
Moreover, there is a commutative diagram

ς∗Q(1) ((P1 ⊗Qk P2)⊗Qk Q(1))
σP1⊗P2

⊗idQ(1) //

o
��

(P1 ⊗Qk P2)⊗Qk Q(1)

o
��

ς∗Q(1) ((P1 ⊗Qk Q(1))⊗Q(1) (P2 ⊗Qk Q(1)))
(σP1

⊗idQ(1))⊗(σP2
⊗idQ(1))

// (P1 ⊗Qk Q(1))⊗Q(1) (P2 ⊗Qk Q(1)).

Hence, the Kronecker product Ψp⊗q := Ψp ⊗ Ψq provides a rigid analytic trivialization of
Φp⊗q, which proves the first part of (ii). To show the first part of (iii), we let p be a k(t)-basis
for P . Again by Lemma 2.3.7, it follows that Φp∨ := (Φ−1

p )tr represents σP with respect to
the dual basis. Then there is a matrix Ψp, which is a rigid analytic trivialization of Φp.
Similarly to above, we find that Ψp∨ := (Ψ−1

p )tr is a rigid analytic trivialization of Φp∨ . The
second parts of (ii) and (iii) follow from Proposition 2.5.8 (i).

Thus [Pap08, Thm. 3.3.15] also holds when Q is an arbitrary function field:

Theorem 2.6.4. (i) The category R of rigid analytically trivial Papanikolas Q-motives is
a neutral Tannakian category over Q with fiber functor (P 7→ P (1)σ) : R →VecQ.
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(ii) The category PR of pure rigid analytically trivial Papanikolas Q-motives is a neutral
Tannakian category over Q with fiber functor (P 7→ P (1)σ) : PR →VecQ.

Since we later want to relate pure Q-Hodge-Pink structures and pure dual t-motives as-
sociated with pure rigid analytically trivial dual Anderson A-motives, we need to modify
Papanikolas’s definition of the category T correspondingly.

Definition 2.6.5 (Cf. [Pap08, §3.4.10]). (i) The category PT of pure dual t-motives is
defined to be the strictly full Tannakian subcategory of PR generated by the essential
image of the functor PRDA I →PR. Its fiber functor is

ω : PT →VecQ, P 7→ P (1)σ,

and we call a pure Papanikolas Q-motive P = (P, σP ) ∈ Ob(PT ) of rank r and weight
l
n over k a pure dual Q-motive of rank r and weight l

n over k. If Q = Fq(t), then we
refer to objects in PT as pure dual t-motives.

(ii) ΓPT := Aut⊗(ω) is defined to be the affine Q-group scheme given by Tannakian duality
such that the categoryRepQ(ΓPT ) is equivalent to PT .

(iii) We define an extension ω(R) : PT →ModR from the category of pure dual Q-motives
to the category of finitely generated left R-modules of ω by setting ω(R)(P ) := P (1)σ⊗Q
R for an arbitrary commutative Q-algebra R so that ΓPT (R) = Aut⊗(ω(R)).

We observe that such a pure dual Q-motive P ∈ Ob(PT ) over k is constructed via direct
sums, subquotients, tensor products, duals and internal Hom’s from Papanikolas Q-motives
over k associated with pure rigid analytically trivial dual Anderson A-motives over k.

2.7 Taelman’s equivalent definition of pure dual t-motives

In order to define a functor to the category of Q-Hodge-Pink structures, we give an alternative
description of PT , which was elaborated by Taelman in [Tae07] and [Tae09]. The idea is to
make the Carlitz t-motive invertible and to describe pure dual t-motives similarly as classical
pure motives [DMOS82, II.§6]. The latter is a pair M(i), that is, an effective motive M
twisted with the i-fold tensor power of the Tate motive. The Tate motive 1(1) is the inverse
of the Lefschetz motive 1(−1) whose function field counterpart is the Carlitz t-motive when
A = Fq[t].3 The dual Carlitz t-motive is invertible if the functor (M 7→ M⊗C) : PRDA I →
PRDA I is an equivalence of categories. We first see that it is fully faithful by the next
lemma. For the rest of this chapter, we restrict ourselves to A = Fq[t].

Lemma 2.7.1 (Cf. Lemma 2.3.9). Let M = (M, σM) and N = (N, σN) be pure dual Anderson
A-motives over k and n ∈ N. Then the natural map

φ : Homk(M,N) → Homk(M⊗ Cn,M⊗ Cn),
f 7→ f ⊗ id,

is an isomorphism.

3 The construction described here can be generalized to arbitrary function fields by considering the different
isomorphism classes of Carlitz A-motives, see [Gos96, §7.1].
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Proof. Because Cn is the n-fold tensor power of Ak by definition, the natural map

φ : HomAk(M,N) → HomAk(M⊗ Cn,M⊗ Cn)
f 7→ f ⊗ id

is an isomorphism of Ak-modules. Consider an arbitrary f ⊗ id ∈ Homk(M ⊗ Cn,N ⊗ Cn).
This means that

(f ⊗ id) ◦ (t− θ)nσM = (t− θ)nσN ◦ ς∗(f ⊗ id)

so that we find, as desired,
f ◦ σM = σN ◦ ς∗f.

Suppose that M is a pure dual Anderson A-motive of weight l
n over k and i ∈ N a non-

negative integer. By Proposition 2.4.11, we see that the tensor product M⊗Ci of M and the
i-fold tensor power of the dual Carlitz t-motive C over k is pure of weight l

n + i.

Definition 2.7.2. (i) A pure dual t-motive of rank r and weight l
n − i over k is a pair

P = (M, i), where M is a pure rigid analytically trivial dual Anderson A-motive M of
rank r and weight l

n over k and i ∈ Z an integer.4

(ii) A morphism f : (M1, i1) → (M2, i2) between pure dual t-motives is a quasi-morphism
f ∈ QHomk(M1 ⊗ CN−i1 ,M2 ⊗ CN−i2) of dual Anderson A-motives, where N ∈ Z is
sufficiently large.

We denote the category of pure dual t-motives by PT ′ and the set of morphisms between
pure dual t-motives P 1 and P 2 in PT ′ by HomPT ′(P 1, P 2).

To see that these definitions are well-defined, consider pure dual t-motives (M⊗C,−n) and
(M,−n− 1) over k for n ∈ N>0. Then the natural isomorphism between pure dual Anderson
A-motives (M⊗ C)⊗ Cn−1 and M⊗ Cn provides an isomorphism

(M⊗ C,−n+ 1) ∼= (M,−n). (2.12)

We then find that P ′(Cn) ∼= (1Ak ,−n). The identity object is given by (1Ak , 0) since

(M, i) ∼= (M⊗ 1Ak , i+ 0) = (M, i)⊗ (1Ak , 0)

For i ∈ Z, we write alternatively M(i) for a pure dual t-motive (M, i). Motivated by classical
theory, we call the pure dual t-motive 1Ak(1) the dual Tate t-motive. We will see later that
1Ak(1) corresponds indeed to the inverse of the dual Lefschetz t-motive over k (Definition
2.3.8). By Lemma 2.7.1 we may make the following

Definition 2.7.3. Let P ′ : PRDA I →PT ′ be the fully faithful functor that sends a pure
rigid analytically trivial dual Anderson A-motive M over k to the pure dual t-motive (M, 0).
By abuse of notation we denote the restriction PRDA I

+ →PT ′ of P to PRDA I
+ also by

P ′.

Next we want to make PT ′ into a rigid abelian Q-linear tensor category.

Definition 2.7.4. Let (M1, i1), (M2, i2) and (M3, i3) be pure dual t-motives over k.

4 Note that our definition differs from [Tae09, Def. 2.3.2] by sign. This coincides with the notation used in
classical theory, see for example [DMOS82, II.§6].



62 2. The Tannakian category PT of pure dual t-motives

(i) The direct sum of (M1, i1) and (M2, i2) is the pure dual t-motive

(M1, i1)⊕ (M2, i2) := ((M1 ⊗ CN−i1)⊕ (M2 ⊗ CN−i2), N),

where N ∈ Z is sufficiently large.

(ii) The tensor product of (M1, i1) and (M2, i2) is the pure dual t-motive

(M1 ⊗M2, i1 + i2).

(iii) A short exact sequence of pure dual t-motives over k

0 −→ (M1, i1) −→ (M2, i2) −→ (M3, i3) −→ 0

is a short exact sequence of the underlying dual Anderson A-motives in DA I

0 −→ M1 ⊗ CN−i1 −→ M2 ⊗ CN−i2 −→ M3 ⊗ CN−i3 −→ 0,

where N is sufficiently large.

Note that PT ′ is abelian since DA I is abelian by Lemma 2.2.9. Recall that the def-
inition of the inner hom of Papanikolas Q-motives uses the fact that the underlying maps
are Qk-isomorphisms by definition. The next lemma helps out that the Ak-homomorphism
underlying a pure dual t-motive over k does not need to be bijective.

Lemma 2.7.5 (Cf. [Tae09, Prop. 2.3]). Let Mi = (Mi, σMi) be a pure dual Anderson
A-motive of rank ri over k for i = 1, 2. For N sufficiently large, the subgroup

ς∗HomAk(M1,M2 ⊗ CN ) ⊂ ς∗Q HomQk(M1 ⊗Ak Qk,M2 ⊗Ak CN ⊗Ak Qk)

is stable under ς∗f 7→ σM2⊗CN ◦ ς∗f ◦ σ−1
M1

.

Proof. Suppose that Φmi ∈ Matri×ri(k[t]) represents σMi with respect to a k[t]-basis mi ∈
Matri×1(Mi) for Mi, i = 1, 2. Then the matrix (t−θ)NΦm2 represents σM2⊗k[t]CN with respect

to the basis m2⊗c, where c is a k[t]-basis for the Qk-vector space CN underlying the Carlitz
t-motive C.

On matrices, the map

ς∗Qf 7→ (σM2⊗CN ⊗ idQk) ◦ ς∗Qf ◦ (σM1 ⊗ idQk)−1

is then given by

Matr′2×r′1(k(t)) → Matr′2×r′1(k(t))

F 7→ (t− θ)NΦm2 · F · Φ−1
m1
.

Recall that we have det Φm1 = α(t−θ)d for some α ∈ k× and d ∈ N. Hence, for N sufficiently
large, (t − θ)NΦ−1

m1
∈ Matr′1×r′1(k[t]). Therefore Matr′2×r′1(k[t]) gets mapped to itself, which

proves the assertion.

This allows us to define an inner hom of pure dual Anderson A-motives in some cases.
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Definition 2.7.6. Let M1 = (M1, σM1) and M2 = (M2, σM2) be pure dual Anderson A-
motives over k. For N sufficiently large, we define the inner hom Hom(M1,M2 ⊗ CN ) to be
the Ak-module HomAk(M1,M2 ⊗Ak CN ) together with the Ak-module homomorphism

σHom(M1,M2⊗CN ) : ς∗HomAk(M1,M2 ⊗Ak CN ) → HomAk(M1,M2 ⊗Ak CN ),

ς∗f 7→ σM2⊗AkCN ◦ ς∗f ◦ σ−1
M1
.

For N ∈ N, we then have a natural isomorphism

Hom(M1,M2 ⊗ CN )⊗ C ∼→ Hom(M1,M2 ⊗ CN+1), (2.13)

by which we may extend the definition of the inner hom to the category of pure dual t-motives.

Definition 2.7.7. We let P 1 = (M1, i1) and P 2 = (M2, i2) be pure dual t-motives over k
and N a sufficiently large integer.

(i) The inner hom is given by the pure dual t-motive

Hom(P 1, P 2) := (Hom(M1,M2 ⊗ CN+i1−i2), N).

(ii) We define the dual P∨1 of P 1 to be pure dual t-motive

P∨1 := Hom((M1, i1), (1Ak , 0)) ∼= (Hom(M1,C
N+i1), N).

We note that the inner hom of pure dual t-motives (M1, i1) and (M2, i2) is pure of weight
(wt(M2) − i2) − (wt(M1) − i1). By the next proposition we find that Hom(M1,M2) plays
indeed the role of an inner hom in P that is compatible with tensor products.

Proposition 2.7.8. (i) Let P 1, P 2 and P 3 be pure dual t-motives over k. The inner hom
satisfies the adjunction formula

HomPT ′(P 1 ⊗ P 2, P 3) ∼= HomPT ′(P 1,Hom(P 2, P 3)). (2.14)

(ii) Consider finite families (P i)i∈I and (P ′i)i∈I of pure dual t-motives over k. Then there
is an isomorphism

t⊗i∈IP i,⊗i∈IP ′i : ⊗i∈I Hom(P i, P
′
i)
∼→ Hom(⊗i∈IP i,⊗i∈IP i).

(iii) Every pure dual t-motive P over k is reflexive.

Proof. Suppose P 1 = (M1, i1), P 2 = (M2, i2) and P 3 = (M3, i3). For N2 ∈ Z sufficiently
large, we have that (2.14) is by definition

HomPT ′((M1⊗M2, i1 + i2), (M3, i3)) ∼= HomPT ′((M1, i1), (Hom(M2,M3⊗CN2+i2−i3), N2)).

Choosing integers N1 ≥ N2 sufficiently large, this is defined to be

QHomk((M1 ⊗M2)⊗ C(N1+N2)−i1−i2 ,M3 ⊗ C(N1+N2)−i3)
∼= QHomk(M1 ⊗ CN1−i1 ,Hom(M2,M3 ⊗ CN2+i2−i3)⊗ CN1−N2).
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Using the underlying natural isomorphisms, we may write this as

QHomk((M1 ⊗ CN1−i1)⊗ (M2 ⊗ CN2−i2),M3 ⊗ CN1+N2−i3)
∼= QHomk(M1 ⊗ CN1−i1 ,Hom(M2,M3 ⊗ C(i2−N2)+(N1+N2−i3))),

which is in turn equivalent to

QHomk((M1 ⊗ CN1−i1)⊗ (M2 ⊗ CN2−i2),M3 ⊗ CN1+N2−i3)
∼= QHomk(M1 ⊗ CN1−i1 ,Hom(M2 ⊗ CN2−i2 ,M3 ⊗ CN1+N2−i3))

Thus it suffices to show that there is an isomorphism

Homk(M1 ⊗M2,M3) ∼= Homk(M1,Hom(M2,M3)),

for some pure dual Anderson A-motives M1, M2 and M3 for which Hom(M2,M3) is defined.
This is done in the same fashion as in the proof of Proposition 2.3.5. (ii) and (iii) then follow
similarly.

Corollary 2.7.9. The category PT ′ of pure dual t-motives over k is a rigid abelian Q-linear
category.

Note that we can write an arbitrary pure dual t-motive over k as

M(i) ∼= (M⊗ 1Ak)(i) = M(0)⊗ 1Ak(i) = M(0)⊗ 1Ak(1)i,

so that the category PT ′ of pure dual t-motives is indeed generated by pure rigid analytically
trivial Anderson A-motives over k and the dual Tate t-motive over k. Alternatively, if we
identify M with its associated pure dual t-motive M(0), we have

M(i) ∼= M(0)⊗ 1Ak(−1)−i = M(0)⊗ C(0)−i,

that is, PT ′ is generated by pure rigid analytically trivial Anderson A-motives over k and
the inverse of the Carlitz t-motive over k.

Theorem 2.7.10. The functor R : PT ′ →PT that is given by

(M, i) 7→ R(M, i) := P(M)⊗ P(C)−i = P(M)⊗ L−i.

is an equivalence of categories and preserves ranks and weights.

We observe that the functors P : PRDA I → PT and R ◦ P ′ : PRDA I → PT are
isomorphic.

Proof. Note R is well-defined since for any (M, i) ∈PT ′

R(M, i) = P(M)⊗ P(C)−i ∼= P(M⊗ C)⊗ P(C)−i−1 = R(M⊗ C, i+ 1).

Consider (M1, i1), (M2, i2) ∈ Ob(PT ′). By definition,

HomPT ′((M1, i1), (M2, i2)) = QHomk(M1 ⊗ CN−i1 ,M2 ⊗ CN−i2)

for N sufficiently large. This is isomorphic to

HomP(P(M1)⊗ P(C)−i1 ,P(M2)⊗ P(C)−i2)
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by Proposition 2.2.11 and Corollary 2.3.9, so that R is fully faithful.
We want to show that it is also essentially surjective and hence an equivalence of categories.

By definition an arbitrary pure dual t-motive over k in PT is constructed via direct sums,
tensor products, duals and inner hom’s and subquotients from the associated Papanikolas
Q-motive P(M) over k of a pure rigid analytically trivial dual Anderson A-motive M over k.
Since the functor P commutes with forming direct sum and tensor product, we only need to
consider the latter two cases.

At first we want to find a pure dual t-motive (M, i) in PT ′ that satisfies R(M, i) =
Hom(P 1, P 2) for P 1, P 2 ∈ Ob(PT ). Without loss of generality we may assume that P 1 =
P(M1) and P 2 = P(M2) for pure rigid analytically trivial dual Anderson A-motives. For N
sufficiently large, we have

R(Hom((M1, 0), (M2, 0))) = R(Hom(M1,M2 ⊗ CN ), N)
= P(Hom(M1,M2 ⊗ CN ))⊗ P(C)−N

∼= Hom(P 1, P 2 ⊗ LN )⊗ P(C)−N ∼= Hom(P 1, P 2).

Thus it remains to consider the case that P ′′ = (P ′′, σ′′P ) ∈ Ob(PT ) is a subquotient of a
P ∈ Ob(PT ). Again we may assume that P = (P, σP ) = P(M), where M = (M, σM) is a
pure rigid analytically trivial dual Anderson A-motive of rank r over k.

Suppose P ′′ = P/P ′ with P ′ = (P ′, σP ′) ∈ Ob(PT ) is a pure dual sub-t-motive of P of
rank r′ over k, that is, P ′ ∼= k(t)⊕r

′
since Qk = k(t). We define M′ := M ∩ P ′ in M. Then

M′ is a finitely generated k[t]-module because M′ is contained in M. For the same reason, we
find that M′ is also torsion free. Therefore M′ ∼= k[t]⊕s

′
and M′ ⊗k[t] k(t) = P ′ so that s′ = r′

must hold. We define σM′ := σM|ς∗M′ : ς∗M′ → M′. By Lemma 2.1.5, Proposition 2.4.14
and Proposition 2.6.2 we see that (M′, σ′M) is a pure rigid analytically trivial dual Anderson
A-motive over k such that P(M′) = P ′.

Similarly, we find that M/M′ is finitely generated over k[t] and M/M′ ∼= k[t]⊕r−s
′
. More-

over, M/M′ is a torsion free k[t]-module since the submodule M′ ⊂ M is saturated. Hence,
M/M′ ⊗k[t] k(t) = P/P ′ = P ′′ and M′′ := M/M′ ∼= k[t]⊕r−r

′
. Further σM and σM′ induce

an injective k[t]-homomorphism σM′′ : ς∗M′′ → M′′. By the same reasons as above, we con-
clude that (M′′, σM′′) is a pure rigid analytically trivial dual Anderson A-motive over k with
P(M′′) = P ′′.

Corollary 2.7.11. PT ′ is a neutral Tannakian category over Q with fiber functor ω′ :=
ω ◦ R : PT ′ →VecQ, that is,

ω′(M(i)) = ω(P(M)⊗ L−i) = ω(P(M))⊗Q ω(L−i).

Definition 2.7.12. (i) We define ΓPT ′ := Aut⊗(ω′) to be the affine group scheme given
by Tannakian duality such that the categoryRepQ(ΓPT ′) is equivalent to PT ′.

(ii) We define an extension ω′(R) : PT ′ →ModR of ω′ by setting ω′(R)(P ) := P (1)σ ⊗Q R
for an arbitrary commutative Q-algebra R. Then ΓPT (R) = Aut⊗(ω(R)) holds.

We note that the the affine Q-group schemes ΓPT and ΓPT ′ are isomorphic over Q by
Corollary 1.2.16.

Remark 2.7.13. In the non-dual case, one can define a pure t-motive of rank r, dimension
d and weight l

n − i to be a pair (M, i) where M is a pure rigid analytically trivial Anderson
A-motive of rank r, dimension d and weight l

n and i ∈ Z an integer. The category of such
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pure t-motives with quasi-morphisms as morphisms of pure t-motives is then equivalent to the
category PT ′ of pure dual t-motives by [Tae09, Rem. 5.3.3]. In particular, the corresponding
affine Q-group schemes given by Tannakian duality are isomorphic.

2.8 Galois groups of pure dual t-motives

In this section we consider the strictly full Tannakian subcategory generated by a pure dual
t-motive and define its Galois group to be the affine group scheme given by Tannakian duality
(Theorem 1.2.10). Then we explain Papanikolas’s systems of difference equations, which lead
to his main transcendence result.

Definition 2.8.1. Let C be either the Tannakian category PT or PT ′ with fiber functor
ω : C →VecQ.

(i) We define 〈〈P 〉〉 to be the strictly full Tannakian subcategory of C generated by a
pure dual t-motive P ∈ Ob(C ) over k. Its fiber functor is the restricted fiber functor
ω|〈〈P 〉〉 : 〈〈P 〉〉 →VecQ that we denote by ωP .

(ii) We write ω(R)
P for the restriction of ω(R) : C →ModR to 〈〈P 〉〉 for a Q-algebra R.

If P is a pure dual t-motive, we note that 〈〈P 〉〉 consists of all pure dual t-motives that are
isomorphic to subquotients of objects of the form

⊕m
i=1 P

ki ⊗ P−li for various ki, li, m ∈ N.

Definition 2.8.2. Let C be either the Tannakian category PT or PT ′ with fiber functor
ω : C →VecQ. We define the Galois group ΓP of a pure dual t-motive P over k in C to be
the affine Q-group scheme that represents the functor Aut⊗(ωP ).

By Tannakian duality, the Tannakian category 〈〈P 〉〉 generated by a pure dual t-motive P
is equivalent toRepQ(ΓP ) and for any Q-algebra R we have ΓP (R) = Aut⊗(ω(R)

P ). We then
find that ΓP is a linear algebraic group over Q by Lemma 1.2.13.

Suppose now that (M, i) ∈ Ob(PT ′) is a pure dual t-motive over k. We observe that
〈〈(M, i)〉〉 → 〈〈R(M, i)〉〉 is an equivalence of categories so that there is an isomorphism Γ(M,i)

∼→
ΓR(M,i) by Corollary 1.2.16. In particular, ΓM(0)

∼= ΓP(M).

Definition 2.8.3. If M is a pure rigid analytically trivial dual Anderson A-motive over k,
we also call ΓP(M) the Galois group of M and denote it by ΓM.

Example 2.8.4 ([Pap08, Thm. 3.5.4]). The Galois group ΓC of the Carlitz t-motive C over
Q is isomorphic to Gm,Q over Q.

Papanikolas uses systems of difference equations to determine the Galois group of a pure
dual t-motive in PT explicitly. Next we shortly sketch their construction and Papanikolas’s
obtained main result on the dimension of the Galois group of a pure dual t-motive over Q.

Systems of σ-semilinear equations and difference Galois groups

After having defined the Tannakian category 〈〈P 〉〉 over Q, Papanikolas develops a Galois
theory for systems of σ-semilinear equations Ψ(−1) = ΦΨ, in analogy with classical Galois
theory. Consider a pure dual t-motive P = (P, σP ) over Q. Let Φ ∈ GLr(Q(t)) represent σP
with respect to a k(t)-basis m for P and let Ψ ∈ GLr(L) be a rigid analytic trivialization
of Φ. Papanikolas then associates another affine group scheme ΓΨ with the rigid analytic
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trivialization Ψ of P , called the difference Galois group of P . We shall shortly explain its
construction and Papanikolas’s main results on the difference Galois group and Galois group
of P . We consider an r×r-matrix X whose entries are independent variables (Xij) and define
νΨ : Q(t)[X, 1/ detX]→ L to be the Q(t)-algebra homomorphism that maps Xij to Ψij . We
put

pΨ := ker νΨ, ΣΨ := im νΨ ⊆ L, ΛΨ := Quot(ΣΨ) ⊂ L and ZΨ := Spec ΣΨ.

ZΨ is then the smallest closed subscheme of GLr(Q(t)) such that Ψ ∈ ZΨ(L).
Now set Ψ1,Ψ2 ∈ GLr(L ⊗Q(t) L) to be the matrices such that (Ψ1)ij = Ψij ⊗ 1 and

(Ψ2)ij = 1 ⊗ Ψij , and let Ψ̃ := Ψ−1
1 Ψ2 ∈ GLr(L ⊗Q(t) L). We define µΨ : Q[X, 1/ detX] →

L⊗Q(t) L to be the Q-algebra homomorphism that sends Xij to Ψ̃ij . We set

∆Ψ := imµΨ and ΓΨ := Spec ∆Ψ.

By construction, ΓΨ is the smallest closed subscheme of GLr,Q such that Ψ̃ ∈ ΓΨ(L⊗Q(t) L).
We call ΓΨ the difference Galois group of P .

Theorem 2.8.5 ([Pap08, §4]). Let P be a pure dual t-motive of rank r over Q. Let Φ ∈
GLr(Q(t)) represent σP with respect to a basis m for P and let Ψ ∈ GLr(L) be a rigid analytic
trivialization of Φ. Consider the difference Galois group ΓΨ of P .

(i) ΓΨ is a closed Q-subgroup scheme of GLr,Q.

(ii) ΓΨ is absolutely irreducible and smooth over Q.

(iv) dim ΓΨ = tr.degQ(t) ΛΨ.

(v) ΓΨ is isomorphic to the Galois group ΓP of P over Q.

Together with a linear independence criterion (the “ABP criterion” [ABP04, Thm. 3.1.1]),
Papanikolas is able to show the following main result of [Pap08].

Theorem 2.8.6 ([Pap08, Thm. 5.2.2]). Let P be a pure dual t-motive over Q and ΓP its
Galois group. Suppose that Φp ∈ GLr(k(t)) ∩Matr×r(k[t]) represents σM with respect to a
k(t)-basis p for M such that det Φp = α(t − θ)s, α ∈ Q

×. Then there is a rigid analytic
trivialization Ψ of Φ in GLr(T) ∩Matr×r(E) and

tr. degQ Q(Ψ(θ)ij |1 ≤ i, j ≤ r) = dim ΓP .

We will later assign a Hodge-Pink group to a pure dual t-motive P over C∞. We then
prove the Hodge conjecture for function fields; that is, this Hodge-Pink group is isomorphic
to the Galois group of P (Theorem 4.2.19). In combination with the previous theorem, we
obtain Grothendieck’s period conjecture or function fields (Theorem 5.0.20).
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3. THE TANNAKIAN CATEGORYHodgeQ OF PURE Q-HODGE-PINK
STRUCTURES

Pink invented mixed Hodge-Pink structures over function fields as an analog of the classical
rational mixed Hodge structures who form a Tannakian category over Q. We will see in
Section 4.1.3 that the Betti homology group HB(E) = ΛE of a pure uniformizable Anderson
A-module E over Q ⊂ C∞ gives rise to a pure Q-Hodge-Pink structure, similarly as the Betti
homology group H1(X(C),Q) of an algebraic variety X over a number field contained in C
carries a rational Hodge structure. In this chapter, we shall concentrate on the definition of
mixed Hodge-Pink structures and some of their properties which will be later of interest to
us, following on the whole [Pin97a].

In order to do this, recall that a rational mixed Hodge structure consists of a finite di-
mensional Q-vector space H, an increasing filtration of H, called the weight filtration, and
a decreasing filtration of HC := H ⊗Q C, called the Hodge filtration, such that the induced
filtrations on graded pieces constitutes a pure Hodge structure (cf. [Del71, Déf. 2.3.1]).

Hence, we first recall some definitions concerning filtrations. Having done this, we intro-
duce pure resp. mixed pre-Hodge-Pink structures over global and local function fields whose
category is not abelian and therefore not Tannakian. Similarly to classical Hodge theory,
we shall impose in the next section a semistability condition to remedy this. Semistable
pre-Hodge-Pink structures are called Hodge-Pink structures whose category Pink shows to
be Tannakian as desired.

Since we will later put a pure dual t-motive over C∞ defined as in Section 2.8 in cor-
respondence with a pure Q-Hodge-Pink structure, we are interested in the comparison of
the Tannakian subcategory of PT generated by a pure dual t-motive and the Tannakian
subcategory ofHodgeQ generated by a pure Q-Hodge-Pink structure. We call the associated
algebraic group by Tannakian duality the Hodge-Pink group of H. Some properties of those
Hodge-Pink groups and Hodge-Pink additivity of a pure Hodge-Pink structure are discussed,
which we will need later. If a pure Hodge Pink structure is Hodge-Pink additive, we may
define Hodge-Pink cocharacters whose conjugates generate the Hodge-Pink group.

Throughout this chapter we assume A = Fq[t] as done by Pink, hence Q = Quot(A) is a
global function field in one variable with completion Q∞ ∼= Fq((z)) for a local parameter z at
the place∞. Recall further that C∞ is defined to be the completion of an algebraic closure of
Q∞ and let ζ denote the image of z under the natural inclusion ι : Q∞ ↪→ C∞. By [Pin97a,
Prop. 3.1] there is then a natural injective algebra homomorphism

Q∞ ↪→ C∞[[z − ζ]]
∑
k

akz
k 7→

∑
k

ι(ak)zk =
∑
l≥0

(z − ζ)l ·
∑
k

ι(ak) ·
(
k

l

)
· ζk−l.

and thus also an inclusion Q ↪→ C∞[[z − ζ]]. Moreover, we let Q denote either Q or Q∞.
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3.1 Filtrations

Let K be an arbitrary field which we will later define to be either Q or Q∞. The general
definition of decreasing and increasing filtrations reads as follows.

Definition 3.1.1. Let V be a finite dimensional vector space over K.

(i) (a) A decreasing (Q-)filtration of V is a collection of subspaces F =
(
F iV

)
i∈Q such

that F iV ⊂ F jV for all i ≥ j.
(b) For each decreasing filtration F we define the Q-graded vector space

GrF V :=
⊕
i∈Q

GriF V :=
⊕
i∈Q

(F iV/
⋃
i<j

F jV )

for which dimK(GrF V ) ≤ dimK V holds.

(c) A decreasing filtration F = (F iV )i∈Q is called trivial if Gr0
F V
∼= V .

(d) A decreasing filtration F = (F iV )i∈Q is said to be exhaustive if F iV = V for all
i� 0, and separated if F iV = 0 for all i� 0.

(ii) (a) An increasing (Q-)filtration of V is a collection of subspaces F = (FiV )i∈Q such
that FiV ⊂ FjV for all i ≤ j.

(b) For each increasing filtration F we define the Q-graded vector space

GrF V :=
⊕
i∈Q

GrFi V :=
⊕
i∈Q

(FiV/
⋃
j<i

FjV )

for which dimK(GrF V ) ≤ dimK V holds.

(c) An increasing filtration F = (FiV )i∈Q is called trivial if GrF0 V ∼= V .

(d) An increasing filtration F = (FiV )i∈Q is said to be exhaustive if F iV = V for all
i� 0, and separated if F iV = 0 for all i� 0.

Following Pink, we require both types of filtration to be separated and exhaustive, so that
equality in (b) holds. In order to define a Tannakian category of Hodge-Pink structures, we
also need to define induced filtrations of duals and tensors of finite dimensional vector spaces
over K.

Definition 3.1.2. Let F be a decreasing filtration of a finite dimensional K-vector space V
and V ′ ⊂ V a subspace.

(i) We define the induced filtration of V ′ to be F iV ′ := V ′∩F iV and the induced filtration
of the factor space V ′′ := V/V ′ to be F iV ′′ := (V ′ + F iV )/V ′.

(ii) Consider now another finite dimensional K-vector space W with a decreasing filtration
F . The induced filtration of the tensor product V ⊗K W is given by

F i(V ⊗K W ) :=
∑
j+k=i

F jV ⊗K F kW.
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(iii) The induced filtration of HomK(V,W ) is

F i HomK(V,W ) :=
{
φ ∈ HomK(V,W )| ∀j : φ(F jV ) ⊂ F i+jW

}
and in particular for the dual space V ∨

F iV ∨ :=
{
w ∈ V ∨| ∀j < i : w|F−jV = 0

}
.

Similarly, one defines induced filtrations if F is an increasing filtration.

Remark 3.1.3. Using (i) we get a natural filtration of any subspace V1/V2 with V2 ⊂ V1 ⊂ V
which we denote as

F |(V1/V2) =
V2 + (V1 ∩ F iV )

V2
.

Definition 3.1.4. Let V,W be two finite dimensional K-vector spaces.

(i) A K-linear homomorphism φ : V → W is called compatible with two given decreasing
(resp. increasing) filtrations F if φ(F iV ) ⊂ F iW (resp. φ(FiV ) ⊂ FiW ) for all i.

(ii) A K-linear homomorphism φ is strictly compatible with the decreasing (resp. increasing)
filtrations F or strict if φ(F iV ) = φ(V ) ∩ F iW (resp. φ(FiV ) = φ(V ) ∩ FiW ) for all i.

Taking the filtered finite dimensional K-vector spaces as objects and the compatible K-
linear homomorphisms as morphisms, we get a K-linear category. This category is not abelian
as the morphism coim(φ)→ im(φ) is an isomorphism if and only if φ is strict. But one cannot
require all morphisms to be strict as the composite of two strict morphism need not be strict
again.

Next we define some numerical invariants attached to filtrations that are needed for ex-
ample to define semistability of Hodge-Pink structures.

Definition 3.1.5. Let V be a finite dimensional vector space over K.

(i) Suppose F is a decreasing filtration of V . We define the (total) degree of V with respect
to F to be

degF V :=
∑
i∈Q

i · dimK GriF V.

In case V 6= 0, we may define the average weight wtF V := degF V
dimK V .

(ii) Suppose F is an increasing filtration of V . We define the (total) degree of V with respect
to F to be

degF V :=
∑
i∈Q

i · dimK GrFi V.

In case V 6= 0, we may define the average weight wtF V := degF V
dimK V .

Proposition 3.1.6 ([Pin97a, Prop. 1.4]). Let V and W be finite dimensional K-vector
spaces.

(i) degF V = degF V ′ + degF V ′′ if V ′ is a subspace of V and V ′′ := V/V ′.

(ii) wtF (V ⊗K W ) = wtF V + wtF W if V 6= 0 6= W .

(iii) wtF HomK(V,W ) = wtF W − wtF V if V 6= 0 6= W .

(iv) degF V ∨ = −degF V .
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3.2 Q-pre-Hodge-Pink structures

Instead of the Hodge filtration underlying a classical rational mixed Hodge-structure, we
require finer information in form of a (C∞[[z− ζ]]-)lattice in a finite dimensional C∞((z− ζ))-
vector space; that is, a finitely generated C∞[[z − ζ]]-submodule containing a C∞((z − ζ))-
basis. Furthermore, using the inclusion Q ↪→ C∞[[z − ζ]] we may define a canonical lattice
pH := H ⊗Q C∞[[z − ζ]] for each finite-dimensional Q-vector space H.

Definition 3.2.1. (i) A mixed Q-pre-Hodge-Pink structure of rank r over C∞ is a triple
H = (H,W, qH) such that

(a) H is a vector space of dimension r over Q,

(b) the weight filtration W = (WνH)ν∈Q is an increasing filtration by Q-subspaces of
H and

(b) qH is a lattice in H ⊗Q C∞((z − ζ)). We denote the rank r of H by rank(H).

A mixed Q-pre-Hodge-Pink (H,W, qH) structure is called a pure Q-pre-Hodge-Pink
structure of weight ν ∈ Q if GrWν H ∼= H.

(ii) Let H1 = (H1,W, qH1) and H2 = (H2,W
′, qH2) be mixedQ-pre-Hodge-Pink-structures.

A morphism φ : H1 → H2 of mixed Q-pre-Hodge-Pink structures is a homomorphism of
Q-vector spaces H1 → H2, which is compatible with W and W ′ and satisfies φ(qH1) ⊆
qH2 .

Additionally, φ is said to be strict if it is strictly compatible with W and W ′ and

φ(qH1) = qH2 ∩ (φ(H1)⊗Q C∞((z − ζ))).

As done before, we speak of mixed pre-Hodge-Pink structures if the field of definition does
not require emphasis. Observe that a mixed Q-pre-Hodge-Pink structure H = (H,W, qH)
with W = (WνH)ν∈Q defines a mixed Q∞-pre-Hodge-Pink structure

H∞ := (H∞,W∞, qH∞) := (H ⊗Q Q∞, (WνH ⊗Q Q∞)ν∈Q, qH)

that we call the mixed Q∞-Hodge-Pink structure associated with H.
The lattice underlying a mixed Q-Hodge-Pink structure allows us to assign the following

decreasing filtration to a mixed Q-Hodge-Pink structure that replaces the Hodge filtration in
the classical theory of mixed Hodge structures.

Definition 3.2.2. Consider a mixed Q-pre-Hodge-Pink structure H = (H,W, qH) and the
natural projection

H → HC∞ := pH/(z − ζ)pH ∼= H ⊗Q,ι C∞.

We define a decreasing filtration F = (F iHC∞)i∈Z of HC∞ by letting F iHC∞ be the image of
pH ∩ (z − ζ)iqH for all i ∈ Z. F is called the Hodge-Pink filtration of H.

One finds that any morphism is also compatible with the Hodge-Pink filtrations, but a
strict morphism is not necessarily strictly compatible with the Hodge-Pink filtrations.

Alternatively, one may define the Hodge-Pink weights of a mixed Q-pre-Hodge-Pink struc-
ture (H,W, qH) as the elementary divisors of qH relative to pH . This means, if we choose
integers e+ ≥ e− such that

(z − ζ)e+pH ⊂ qH ⊂ (z − ζ)e−pH
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and

qH/(z − ζ)e+pH ∼=
n⊕
i=1

C∞[[z − ζ]]/(z − ζ)e++wi

or, alternatively,

(z − ζ)e−pH/qH ∼=
n⊕
i=1

C∞[[z − ζ]]/(z − ζ)e−−wi ,

then the Hodge-Pink weights are the integers w1, . . . , wn, which we assume ordered w1 ≤
. . . ≤ wn.

Definition 3.2.3. Let H = (H,W, qH) be a mixed Q-pre-Hodge-structure.

(i) The total degree provided by the Hodge-Pink filtration of H∞ can be expressed in
dependence of the lattice:

degq(H) := degF (HC∞) = dimC∞

(
qH

pH ∩ qH

)
− dimC∞

(
qH

pH ∩ qH

)
.

(ii) For H 6= 0 we define the average weight of the Hodge filtration of H in terms of qH

wtq(H) := wtF (HC∞) =
degq(H)
rank(H)

.

The weight filtration of H also gives us a total degree degW (H) and an average weight
wtW (H) if H 6= 0. We have wtW (H) = ν if H∞ is pure of weight ν.

Definition 3.2.4. Let H = (H,W, qH) be a mixed Q-pre-Hodge-Pink structure, H ′ ⊂ H a
subspace and H ′′ := H/H ′ the factor space.

(i) A subobject in the category of mixed Q-pre-Hodge-Pink structures is a morphism H ′ →
H whose underlying homomorphism of Q-vector spaces is the inclusion H ′ ↪→ H. It is
called strict if H ′ → H is strict.

(ii) We may make H ′ into a unique strict subobject H ′ and obtain a unique strict factor
object H ′′ in such a way that the projection H � H ′′ extends to a strict morphism
H → H ′′.

A strict exact sequence is a sequence which is isomorphic to the the sequence 0→ H ′ →
H → H/H ′ → 0.

Putting the above constructions together, each subquotient H ′/H ′′ of H∞ may be equipped
with a weight filtration and a lattice so that it is a natural mixed Q-pre-Hodge-Pink structure,
which depends on the subspace H ′′ ⊂ H ′ ⊂ H. We want to make the Q-linear additive
category of mixed Q-pre-Hodge-Pink structures into a Tannakian category. In order to do
this, one defines tensor products, inner hom and duals.

Definition 3.2.5. Let H1 = (H1,W1, qH1) and H2 = (H2,W2, qH2) be two mixed Q-pre-
Hodge-Pink structures.

(i) The tensor product H1 ⊗ H2 of mixed Q-pre-Hodge-Pink structures consists of the
tensor product H1 ⊗Q H2 of Q-vector spaces, the induced weight filtration and the
lattice qH1 ⊗C∞[[z−ζ]] qH2 . Similarly one defines for n ≥ 1 the symmetric power SymnH
and the alternating power

∧nH.
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(ii) The inner hom Hom(H1, H2) consists of the Q-vector space HomQ(H1, H2), the in-
duced weight filtration and the lattice HomC∞[[z−ζ]](qH1 , qH2).

(iii) The unit object 1Q consists of Q itself together with the lattice pH and is pure of weight
0. The dual H∨ of the mixed Q-pre-Hodge-structure H is then Hom(H,1Q).

Since a strict morphism is not necessarily strictly compatible with the Hodge-Pink fil-
trations, the category of Q-pre-Hodge-Pink structures is Q-linear, but not abelian. As an-
nounced earlier, we impose next a semistability condition such that the category of semistable
mixed Q-pre-Hodge-Pink structures is Tannakian.

3.3 Semistability and Q-Hodge-Pink structures

Consider now the equivalent assertions of the following proposition, which allow us to define
pure Q-Hodge-Pink structures whose category is Tannakian.

Proposition 3.3.1 ([Pin97a, Prop. 4.4]). The following conditions on a mixed Q∞-pre-
Hodge-structure H∞ are equivalent:

(a) We have degq(H ′∞) ≤ degW (H ′∞) for each (strict) subobject H ′∞ of H∞, with equality
whenever H ′∞ = WνH∞ for some ν ∈ Q;

(b) we have degq(H ′′∞) ≥ degW (H ′′∞) for each (strict) factor object H ′′∞ of H∞, with equal-
ity whenever H ′∞ = WνH∞ for some ν ∈ Q.

Definition 3.3.2. (i) A mixed Q∞-pre-Hodge-Pink structure is called semistable if it sat-
isfies the equivalent conditions above. We call a semistable mixed Q∞-pre-Hodge-
structure H a mixed Q∞-Hodge-Pink structure or pure Q∞-Hodge-Pink structure if H
is pure. We denote the subcategory of pure Q∞-Hodge-Pink structures by HodgeQ∞
and the set of morphisms between H1, H2 ∈ Ob(HodgeQ∞) by HomQ∞(H1, H2).

(ii) A mixed Q-pre-Hodge-Pink structure H is called locally semistable or a mixed Q-Hodge-
Pink structure if its associated mixed Q∞-pre-Hodge-Pink structure is semistable. Fur-
thermore, H is called a pure Q-Hodge-Pink structure if H is pure and we defineHodgeQ
to be the subcategory of pure Q-Hodge-Pink structures. We write HomQ(H1, H2) for
the set of morphisms between H1, H2 ∈ Ob(HodgeQ).

In order to show that the category of mixed Q-Hodge-Pink structures is a Tannakian
category, Pink introduces the following objects that we make use of in the proof of Theorem
5.1.2 to determine the Hodge-Pink group coming from a dual Anderson A-motive of CM-type
under some conditions.

Definition 3.3.3 ([Pin97a, Def. 5.1 and Def. 5.2]). Let H = (H,W, qH) be a mixed Q-
pre-Hodge-Pink structure. Denote the Frobenius endomorphism of Q by Frobq,Q that then
induces a Frobenius endomorphism Frobq,R′ on any commutative Q-algebra R′.

(i) The Frobenius pullback of H is defined to be the triple

Frob∗q H := (H ⊗Q,Frobq,Q Q,W ′, qH ⊗C∞[[z−ζ]],Frobq,C∞[[z−ζ]] C∞[[z − ζ]]),

where W ′ := (W ′νH
′)ν∈Q and W ′νH

′ := W ν
q
H ⊗Q,Frobq,Q Q for all ν ∈ Q.
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(ii) The Frobenius pushforward of H is defined to be the triple

Frobq,∗H := (H ′,W ′, qH)

with H ′ := H on which Q acts via Frobq,Q and W ′ := (W ′νH
′)ν∈Q where W ′νH

′ :=
WqνH

′ for all ν ∈ Q.

Consider a mixed Q-pre-Hodge-Pink structure H. Note that Frob∗q H and Frobq,∗H are
mixed Q-pre-Hodge-Pink structures through the canonical isomorphisms

Frobq,Q⊗ idQ : Q⊗Q,Frobq,Q Q → Q

and
Frobq,C∞[[z−ζ]]⊗ idQ : C∞[[z − ζ]]⊗Q,Frobq,C∞[[z−ζ]] Q → C∞[[z − ζ]].

The following results on Frob∗q H and Frobq,∗H will be important to us later.

Proposition 3.3.4 ([Pin97a, Prop. 5.4, Prop. 5.5]). Let H = (H,W, qH) be a mixed Q-pre-
Hodge-Pink structure.

(i) rank(Frob∗q H) = rankH, degW (Frob∗q H) = q ·degW H and degq(Frob∗q H) = q ·degqH,

(ii) rank(Frobq,∗H) = q · rankH, degW (Frobq,∗H) = degW H and degq(Frobq,∗H) =
degqH,

(iii) H is semistable if and only if Frobq,∗H is semistable which is the case if and only if
Frob∗q H is semistable.

3.4 The Hodge-Pink group of a pure Q-Hodge-Pink structure

Using the Frobenius functorality of the Frobenius pullback of a mixed Q-pre-Hodge-Pink
structure (Proposition 3.3.4), Pink shows that the category of mixedQ-Hodge-Pink structures
is a neutral Tannakian category together with the fiber functor that sends a mixed Q-Hodge-
Pink structure to its underlying Q-vector space [Pin97a, Cor. 5.7 and Thm. 9.3]. Clearly, the
categoryHodgeQ of pure Q-Hodge-Pink structures is then also Tannakian with fiber functor

$ :HodgeQ −→VecQ, H 7→ H, where Q is either Q∞ or Q

(cf. Proposition 3.1.6).

Definition 3.4.1. Let H be a pure Q-Hodge-Pink structure. We define 〈〈H〉〉 to be the
strictly full Tannakian subcategory ofHodgeQ generated by H. We write $H : 〈〈H〉〉 →VecQ
for the restriction of the fiber functor $ to 〈〈H〉〉.

As in Section 2.8 we observe that 〈〈H〉〉 consists of all pure Q-Hodge-Pink structures in
HodgeQ that are isomorphic to subquotients of objects of the form

⊕m
i=1H

ki ⊗ (H)−li for
various ki, li, m ∈ N.

Definition 3.4.2. Let H be a pure Q-Hodge-Pink structure. We call the affine group scheme
GH := Aut⊗($H) the Hodge-Pink group of H.

We list now the basic properties of the Hodge-Pink group that are of interest to us later.
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Proposition 3.4.3 ([Pin97a, Prop. 6.2 and Prop. 9.4]). Let H be a pure Q-Hodge-Pink
structure. Its Hodge-Pink group GH is connected and reduced.

All the information of a pure Q-Hodge-Pink structure H is contained in its underlying
lattice, which we can express in terms of the Hodge-Pink group.

Proposition 3.4.4 ([Pin97a, Prop. 6.3 and Prop. 9.5]). Let H = (H,W, qH) be a pure
Q-Hodge-Pink structure and ρ be the representation of GH on H.

(i) There is an element γ ∈ GH(C∞((z − ζ))) such that qH = ρ(γ)pH .

(ii) Let γ ∈ GH(C∞((z − ζ))) as in (i), H ′ = (H ′,W ′, qH′) an object in 〈〈H〉〉 and ρ′ be
the associated representation of GH on the underlying vector space H ′. Then we have
qH′ = ρ′(γ)pH′.

Let q ≥ 1 be a power of the characteristic of Q. Since the Frobenius pullback of a pure
Q-Hodge-Pink structure is again a pure Q-Hodge-Pink structure, it defines a tensor functor
Frob∗q :HodgeQ →HodgeQ.

Proposition 3.4.5 ([Pin97a, Prop. 6.4 and Prop. 9.6]). Let q ≥ 1 be a power of the
characteristic of Q and consider a pure Q-Hodge-Pink structure H. Its Hodge-Pink group
GFrob∗q H

is canonically isomorphic to Frob∗q GH := GH ×Q,Frobq,SpecQ
Q.

3.5 Polygons and Hodge-Pink additivity

We will introduce Hodge-Pink cocharacters of a pure Q-Hodge-Pink structure in the next
section since they provide additional information about its Hodge-Pink group that we need
in the proof of Lemma 5.1.3. To be able to define them, we need that the functor GriF from
the category 〈〈H〉〉 to the category of Z-graded vector spaces over C∞ is a faithful exact tensor
functor. This does not hold in general (for a counterexample, see [Pin97a, Exmp. 6.14]), and
we will define in this section the unique largest strictly full subcategory ofHodgeQ on which
GriF and F i are exact. It is possible to make an equivalent requirement on the Hodge-Pink
filtration of a pure Q-Hodge-Pink structure based on the polygon that comes along with it
(see Proposition 3.5.5).

Definition 3.5.1. (i) A polygon P is the graph of a piecewise linear convex function
[0, n] → R for an n ∈ N with starting point (0, 0). The length of a subinterval of
[0, n] on which the polygon has a given slope i ∈ Q is assumed to be an integer and is
called the multiplicity of i. We refer to the starting point, the endpoint and any point
where the slope changes as break points of the polygon.

(ii) Let P and Q be polygons of functions f, g : [0, n] → R. We say that P lies above Q if
f(n) = g(n) and f(x) ≥ g(x) for all x ∈ [0, n].

We associate to any finite dimensional Q-graded vector space V =
∑

i∈Q Vi a unique
polygon such that the multiplicity of a slope i ∈ Q matches dimF Vi. These polygons do not
change under semisimplification, so they are said to be additive in short exact sequences.

Definition 3.5.2. Let H be a mixed Q-pre-Hodge-Pink structure.

(i) The polygon associated with its weight filtration is called the weight polygon of H.
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(ii) The polygon associated with the Hodge-Pink filtration of H is called the Hodge-Pink
polygon of H.

Proposition 3.5.3. Let 0 → H ′ → H → H ′′ → 0 be a strict exact sequence. Then the
Hodge-Pink polygon of H ′ ⊕H ′′ lies above that of H and has the same end point.

Definition 3.5.4 ([Pin97a, Def. 7.1]). We denote the semisimplification of a pure Q-Hodge-
Pink structure H by Hss.

(i) H is called Hodge-Pink additive if its Hodge polygon is equal to that of Hss.

(ii) H is called strongly Hodge-Pink additive if every H ′ ∈ Ob(〈〈H〉〉) is Hodge-Pink additive.

A pure Q-Hodge-Pink structure H is then Hodge-Pink additive if and only if the following
equivalent assertions hold for any strict exact sequence 0→ H ′ → H → H ′′ → 0 in H.

Proposition 3.5.5 ([Pin97a, Prop. 6.11]). The following are equivalent:

(i) The Hodge polygons of H and H ′ ⊕H ′′ are equal.

(ii) The injection H ′C∞ ↪→ HC∞ is strictly compatible with the Hodge-Pink filtrations.

(iii) The surjection HC∞ � H ′′C∞ is strictly compatible with the Hodge-Pink filtrations.

(iv) We have a short exact sequence for all i ∈ Z,

0→ F iH ′C∞ → F iHC∞ → F iH ′′C∞ → 0.

(v) We have a short exact sequence for all i ∈ Z,

0→ GriF H
′
C∞ → GriF HC∞ → GriF H

′′
C∞ → 0.

In oder to show that the Hodge-Pink structure given in Lemma 5.1.3 is strongly Hodge-
Pink additive, we need the following result of Pink.

Proposition 3.5.6 ([Pin97a, Prop. 7.3]). Let H be a pure Q-Hodge-Pink structure. Then
H is strongly Hodge-Pink additive if GH is reductive.

3.6 Hodge-Pink Cocharacters

We first shortly review the general definition of cocharacters. They correspond to Z-gradings
of finite dimensional vector spaces, allowing us to define Hodge-Pink cocharacters for a pure
Q-Hodge-Pink structure that is strongly Hodge-Pink additive.

Definition 3.6.1. (i) Let G be an algebraic group over a field K. A homomorphism of
algebraic groups λ : Gm,K → G is called a cocharacter of G.

(ii) Let V be an algebraic representation of G and λ a cocharacter of G. The weight space
of weight i under λ is the subspace

Vi := {v ∈ V |xi · v = λ(x)v for allx ∈ K×},

providing thereby a natural Z-grading V =
∑

i∈Z Vi of V .
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If we fix a cocharacter λ : Gm,K → G, this grading is functorial in V and compatible with
tensor products and duals. Conversely, given such a Z-grading of some algebraic represen-
tation V which is functorial in V , and compatible with tensor products and duals, we can
interpret this information as a K-linear tensor functorRepK(G)→RepK(Gm,K), so that it
comes from a unique cocharacter of G (cf. [DMOS82, Exmp. II.2.30]). By going back and
forth, we see that the cocharacter and its associated grading are in a 1-to-1 correspondence.

Again with the help of the Frobenius pullback of a Q-Hodge-Pink structure, Pink is able
to prove the following:

Theorem 3.6.2 ([Pin97a, Thm. 7.9 and Thm. 9.10]). The strongly Hodge-Pink additive
Q-Hodge-Pink structures form a strictly full Tannakian subcategory Hodge sha

Q of HodgeQ.

Let H ∈ Ob(Hodge sha
Q ) be a strongly Hodge-Pink additive Q-Hodge-Pink structure. From

Proposition 3.5.5 we deduce that the functor GrF from 〈〈H〉〉 to the category of Z-graded
vector spaces over C∞ is a faithful exact tensor functor and denote the automorphism group
of the underlying fiber functor by GFH . We write GH,C∞ := GH ×Q,ι C∞. By [DMOS82,
Thm. 3.2], we find that GFH is a GH,C∞-torsor over Spec C∞; that is, an affine scheme that
is faithfully flat over Spec C∞, together with a morphism GFH ×C∞ GH,C∞ → GFH such that

GFH ×C∞ GH,C∞ → GFH ×C∞ GFH , (x, g) 7→ (x, xg)

is an isomorphism. Since GFH is locally of finite type, we find in particular that C∞ ↪→ κ(P )
is a finite field extension for any closed point P ∈ GFH . Since C∞ is algebraically closed, we
conclude

GFH(C∞) = {P ∈ GFH | κ(P ) = C∞} 6= �,

and moreover that there is an isomorphism GFH
∼= GH,C∞ which is canonical up to conjugation

(cf. [BLR90, §6.4]). The grading means that we may interpret GrF as a tensor functor
〈〈H〉〉 →RepC∞(Gm,C∞); hence it corresponds to a unique cocharacter of GFH . By the above
isomorphism it corresponds to a unique conjugacy class of cocharacters of GH,C∞ . We let
Qsep denote an abstractly given separable closure of Q. Since this conjugacy class is defined
over the separable closure of ι(Q) in C∞, there is moreover a unique GH(Qsep)oGal(Qsep/Q)-
conjugacy class of cocharacters of GH,Qsep := GH ×Q Qsep.

Definition 3.6.3 ([Pin97a, Def. 7.10]). Any cocharacter in this GH(Qsep) o Gal(Qsep/Q)-
conjugacy class is called a Hodge-Pink cocharacter of GH .

The following proposition allows us later to determine the Hodge-Pink group of a pure
Q-Hodge-Pink structure that is strongly Hodge-Pink additive.

Theorem 3.6.4 ([Pin97a, Thm. 7.11 and Thm. 9.11]). Let H be a pure Q-Hodge-Pink
structure in Hodge sha

Q . Then the group GH,Qsep is generated by the images of all GH(Qsep) o
Gal(Qsep/Q)-conjugates of Hodge-Pink cocharacters.



4. THE HODGE CONJECTURE FOR FUNCTION FIELDS

In classical algebraic number theory, the first Betti homology groupH1(X(C),Q) of an abelian
variety X over K ⊂ C gives rise to a rational Hodge structure. One considers the Tannakian
category over Q generated by this Hodge structure and the Tate twist Q(1), and defines
the Hodge group of X to be the corresponding affine group scheme by Tannakian duality.
Similarly, the motive h1(X) assigned to X generates a Tannakian category over Q and the
motivic Galois group ofX is the affine group scheme given by Tannakian duality. The classical
Hodge conjecture states that the motivic Galois group and the Hodge group are isomorphic.

In this chapter, we carry these relations over to the parallel world of function fields and
prove the analog of the Hodge conjecture when Q = Fq(t). We shall first introduce the
function field analogs of abelian varieties, pure uniformizable Anderson A-modules. As in
the classical situation, we define isogenies between Anderson A-modules and the category
PU M I of pure uniformizable Anderson A-modules up to isogeny. We then assign a pure
rigid analytically trivial dual Anderson A-motive M∗(E) to a pure uniformizable Anderson
A-module E. Through the Betti homology realization of a pure uniformizable Anderson
A-module E, we further associate a pure Q-Hodge-Pink structure H(E) with E. We show
that the functors ω′ ◦ P ′ ◦ M∗ and $ ◦ H are isomorphic, so that we obtain the following
“commutative” diagram:

PRDA I
+
P ′ // PT ′

R //

T
��

ω′

$$IIIIIIIIII PT

ω

��

PU M I

M∗
OO

H //HodgeQ
$ //VecQ.

We consider a pure uniformizable Anderson A-module over k ⊂ C∞ and the Tannakian cate-
gories over Q generated by (P ′ ◦M∗)(E) and H(E). We call the linear algebraic group given
by Tannakian duality the Galois group ΓE and the Hodge-Pink group GE of E, respectively.
The first section of this chapter ends with the definition of a functor T : PT ′ →HodgeQ
that induces a Q-group scheme homomorphism µ : GE → ΓE .

In the second section we prove the Hodge conjecture for function fields; that is, µ is an
isomorphism. The proof uses the equivalent conditions given in Proposition 1.2.15. In order
to show that µ is faithfully flat, we want in particular to find a corresponding pure dual sub-
t-motive in the Tannakian category generated by P(M∗(E)) to a pure sub-Q-Hodge-Pink
structure in the Tannakian category generated by H(E). This is done through F -modules
that are roughly spoken rigid sheaves on rigid analytic spaces. We may assign F -modules to
pure rigid analytically trivial Anderson A-motive over C∞ and sub-Q-Hodge-Pink structures.
Then the rigid analytic GAGA principle allows a return to algebraic sheaves, which give rise
to pure rigid analytically dual Anderson A-motives over C∞ and pure dual t-motives.
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4.1 The map µ from the Hodge-Pink group to the Galois group

We first introduce Anderson A-modules over k, which form a category that we denote by
M . The next subsection deals with the relations between Anderson A-modules over k and
dual Anderson A-motives. We give a functor M∗ from M to the category DA+ of dual
Anderson A-motives of positive rank and dimension that is in fact an equivalence of categories.
We call an Anderson A-module pure if the corresponding dual Anderson A-motive is pure.
Isogenies and uniformizability of Anderson A-modules are discussed next. The upshot is
that the category PU M I of pure uniformizable Anderson A-modules over k up to isogeny
is equivalent to the category PRDA I

+ of pure rigid analytically trivial dual Anderson A-
motives of positive rank and dimension up to isogeny. We define a functor E such that E and
M∗ are “inverses up to isomorphism”.

When A = Fq[t], we may associate a pure Q-Hodge-Pink structure H(E) with a pure
uniformizable Anderson A-module E over C∞. We then give an alternative functor D :
PRDA I

+ →HodgeQ that is isomorphic to H ◦ E . Further, we define a functor T : PT →
HodgeQ such that T ◦P ′ ∼= D. Finally, we show that the functors $◦T and ω′ are isomorphic
so that we have a “commutative” diagram:

PRDA I
+

E
��

D

%%LLLLLLLLLL
P ′ // PT ′

T
��

R //

ω′

$$IIIIIIIIII PT

ω

��

PU M I H //HodgeQ
$ //VecQ.

By Lemma 1.2.14 there is a Q-group scheme homomorphism µ from the Hodge-Pink group
of T (P ) to the Galois group of P , where P is a pure dual t-motive over C∞.

4.1.1 Anderson A-modules

Just as abelian varieties are higher dimensional generalizations of elliptic curves, t-modules
were developed by Anderson as a higher dimensional generalization of Drinfeld A-modules
when A = Fq[t] [And86]. We slightly generalize their definition such that A may be the
ring of integers of an arbitrary function field. We call the objects thus obtained Anderson
A-modules, indicating the fact that they are A-module schemes.

Definition 4.1.1. Let (k, γ : A→ k) be an A-field and r, d positive integers.

(i) An (abelian) Anderson A-module of rank r, dimension d and characteristic γ over k is
a pair E = (E,ϕ), where E ∼= Gd

a,k is an additive algebraic group scheme and

ϕ : A → Endk,Fq(E) ∼= Matd×d(k[τ ]),
a 7→ ϕa := ϕ(a),

is a ring homomorphism such that

(T0ϕa − γ(a))d = 0 on T0E ∼= Matd×1(k)

and M∗(E) := Homk,Fq(Ga,k, E) is a locally free Ak-module of rank r under:

A 3 a : m 7→ ϕa ◦m,
k 3 β : m 7→ m ◦ β.
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(ii) A morphism f : (E,ϕ) → (E′, ψ) of Anderson A-modules is a homomorphism of A-
module schemes; that is, f ∈ Homk(E,E′) such that ψa ◦ f = f ◦ ϕa for all a ∈ A.

Anderson A-modules over k form a category M , and we denote the set of all morphisms
E → E′ of Anderson A-modules by HomM (E,E′).

Remark 4.1.2. The condition thatM∗(E) is a locally free Ak-module of rank r is equivalent to
the usual condition in the definition of Anderson A-modules thatM∗(E) := Homk,Fq(E,Ga,k)
is a locally free Ak-module of rank r under:

A 3 a : m 7→ m ◦ ϕa,
k 3 β : m 7→ β ◦m.

The reason for changing this is thatM∗(E) gives rise to a functorM∗ : M → DA+, whereas
M∗(E) provides a functor M∗ : M → A+ (see Section 4.1.2).

Example 4.1.3. A Drinfeld A-module (E,ϕ) of rank r over k is an Anderson A-module
(E,ϕ) of rank r and dimension 1 over k. Thus

T0 ◦ ϕ = γ and ∃ a ∈ A : ϕa 6= γ(a)τ0.

In order to show in Proposition 4.1.26 that the period lattice of a uniformizable Anderson
A-module E of rank r also has rank r, we need to introduce the notion of a torsion submodule
of E.

Definition 4.1.4 ([Har08, Def. 2.2.1]). Let E = (E,ϕ) be an Anderson A-module over k
and a = (a1, . . . an) be a non-zero ideal in A. The a-torsion submodule of E is

E[a] := E[a] := ϕ[a] := ker(E
(ϕa1 ,...,ϕan )−→ En = E ×Spec k . . .×Spec k E).

4.1.2 From dual Anderson A-motives to Anderson A-modules

First we define a functor M∗ from the category M of Anderson A-modules of rank r and
dimension d over k to the category DA+ of dual Anderson A-motives of rank r and dimension
d over k that is an equivalence of categories. We then call an Anderson A-module E pure
if the dual Anderson A-motive M∗(E) is pure. In the next section, we define isogenies of
Anderson A-modules and prove that two Anderson A-modules are isogenous if and only if
the associated dual Anderson A-motives are isogenous. Finally, we prove that an Anderson
A-motive is uniformizable if and only if the corresponding dual Anderson A-motive is rigid
analytically trivial. Thus we can construct the desired equivalence of categories E from the
category PRDA I

+ of pure rigid analytically trivial dual Anderson A-motives of positive
rank and dimension up to isogeny to the category PU M I of pure uniformizable Anderson
A-modules up to isogeny.

The equivalence of the categories M and DA+

We want to construct a functor M∗ from the category M of Anderson A-modules over k to
the category DA+ of dual Anderson A-motives of positive rank and dimension over k. Then
we show that M∗ is an equivalence of categories, preserving ranks and dimensions.

Recall that M∗(E) = Homk,Fq(E,Ga,k) is a locally free Ak-module of rank r under:

A 3 a : m 7→ m ◦ ϕa, (4.1)
k 3 β : m 7→ β ◦m.
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Then M∗(E) is equipped with a τ -action

τ : m 7→ τ ◦m = Frobq,Ga,k ◦m,

which induces an Ak-homomorphism τM∗(E) : F ∗M∗(E) → M∗(E) (cf. Lemma 1.1.3).
This defines a functor M∗ : M → A+, (E,ϕ) 7→ (M∗(E), τM∗(E)), that is known to be an
anti-equivalence of categories.

Similarly, we want to associate a dual Anderson A-motive M∗(E) = (M∗(E), σM∗(E))
with an Anderson A-module E = (E,ϕ). By definition, M∗(E) = Homk,Fq(Ga,k, E) is a
locally free Ak-module of rank r under

A 3 a : m 7→ ϕa ◦m,
k 3 β : m 7→ m ◦ β,

and we add a τ -action

τ : m 7→ m ◦ τ = m ◦ Frobq,Ga,k .

This means, that a ∈ A acts by multiplication on the left and β ∈ k and τ by multiplication
on the right on Matd×1(k[τ ]) ∼= Homk,Fq(Ga,k, E). We recall the identification (1.2) induced
by the dagger operation

Homk,Fq(E,E
′) ∼= Mate×d(k[τ ])

†→ Matd×e(k[σ])

and thus obtain corresponding actions on Mat1×d(k[σ])

A 3 a : m 7→ m · ϕ†a,
k 3 β : m 7→ β ·m,

σ : m 7→ σ ·m.

The actions of a ∈ A and β ∈ k on Mat1×d(k[σ]) obviously commute, but σ is a ς∗-linear
map since

σ((
∑
i

ai ⊗ βi) ·m) = σ(
∑
i

βi ·m · ϕ†ai) =
∑
i

β
(−1)
i · σ ·m · ϕ†ai

= (
∑
i

ai ⊗ β(−1)
i )σ(m)

for all
∑

i ai ⊗ βi ∈ Ak and m ∈ Mat1×d(k[σ]). Thus M∗(E) is an Ak[σ]-module as desired.
Further, we define σM∗(E) : ς∗M∗(E)→M∗(E) to be the Ak-homomorphism induced by σ
(see Lemma 1.1.3).

Recall that there is an isomorphism

coker τM∗(E) =M∗(E)/τM∗(E)(F
∗M∗(E)) ∼= (T0E)∨

induced by the mapM∗(E)→ (T0E)∨, m 7→ T0(m) [Har08, Lem. 2.1.9]. This isomorphism is
an essential part of the proof of the anti-equivalence of the category A+ of non-dual Anderson
A-motives of positive rank and dimension over k and the category M of Anderson A-modules
over k. We apply Lemma 1.1.22 to see that the Zariski-tangent space to E at the identity
and cokerσM∗(E) are similarly related:
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Lemma 4.1.5. Let (E1, ϕ) and (E2, ψ) be Anderson A-modules of respective dimension d1

and d2 and (M∗(E1), σM∗(E1)) and (M∗(E2), σM∗(E2)) be defined as above. Suppose f ∈
HomAk(M∗(E1),M∗(E2)) such that ς∗f ◦σM∗(E1) = σM∗(E2)◦f . Then the following diagram
commutes and has exact rows:

0 // ς∗M∗(E1)
σM∗(E1)//

ς∗f
��

M∗(E1)
T0 //

f

��

T0E1

T0f

��

// 0

0 // ς∗M∗(E2)
σM∗(E2)//M∗(E2)

T0 // T0E2
// 0.

In particular, if (E,ϕ) is an Anderson A-module over k then

cokerσM∗(E) =M∗(E)/σM∗(E)(ς
∗M∗(E)) ∼= T0E.

In order to show that (E,ϕ) 7→ (M∗(E), σM∗(E)) defines an essentially surjective func-
tor M∗ : M → DA+, we construct an “inverse” functor E : DA+ → M such that
(M∗(E(M)), σM∗(E(M))) ∼= M for any dual Anderson A-motives M holds.

Let M ∈ Ob(DA+) be a dual Anderson A-motive over k of dimension d. By Lemma
2.1.5 we have M ∼= Mat1×d(k[σ]) and the action of a ∈ A on Mat1×d(k[σ]) is given by right
multiplication by a matrix ϕa ∈ Matd×d(k[σ]). Therefore ϕ†a ∈ Matd×d(k[τ ]) ∼= Endk,Fq(Gd

a,k)
and we can define a ring homomorphism

ϕE(M) : A→ Endk,Fq(Gd
a,k), a 7→ ϕ†a.

Set E(M) := Gd
a,k and E(M) := (E(M), ϕE(M)).

Proposition 4.1.6. Let M = (M, σM) ∈ Ob(DA+) be a dual Anderson A-motive of rank r
and dimension d over k. Then E(M) is an Anderson A-module of rank r and dimension d
over k. Furthermore, the functor E : DA+ →M , M 7→ E(M), is well-defined, preserves ranks
and dimensions and satisfies (M∗(E(M)), σM∗(E(M))) ∼= M for all dual Anderson A-motives
M.

Proof. To see that M∗(E) is an Anderson A-module of rank r and dimension d over k, it
remains to show that the two conditions (T0ϕa − γ(a))d = 0 on T0E(M) = T0Gd

a,k and
M∗(E(M)) is a locally free Ak-module of rank r are satisfied.

The latter is clear since M ∼= Mat1×d(k[σ]) ∼= M∗(E(M)) is locally free of rank r by
assumption. Furthermore, we know from Lemma 4.1.5:

(a⊗ 1− 1⊗ γ(a))d = 0 on cokerσM

⇔ (m · ϕ†a − γ(a) ·m)d = 0 ∀ m ∈ cokerσM ⊆ Mat1×d(k[σ])

⇔ (T0ϕa − γ(a))d = 0 on T0E(M).

Now we have collected the necessary ingredients to finally prove:

Theorem 4.1.7. The functor

M∗ : M → DA+, E = (E,ϕ) 7→ M∗(E) = (M∗(E), σM∗(E))

with M∗(E) = Homk,Fq(Ga,k, E) and σM∗(E) : ς∗M → M,m ⊗ 1 7→ σm, is a covariant
equivalence of categories, preserving ranks and dimensions.
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Proof. For ease of notation, set (M, σM) :=M∗(E) = (Homk,Fq(Ga,k, E), σM∗(E)). By what
has been said before, it suffices to show that dim cokerσM = d and the Ak-homomorphism σM

is injective to see that M∗(E) is a dual Anderson A-motive. The former is clear by Lemma
4.1.5. The induced ς∗-linear map σ : M → M is injective since M ∼= Mat1×d(k[σ]) has no
zero-divisors and injectivity of σM follows.
M∗ is then an equivalence of categories if it is essentially surjective and fully faithful, so

by applying Lemma 4.1.6, it remains to show that M∗ is fully faithful.
Let E = (E,ϕ) and E′ = (E′, ψ) be two Anderson A-modules of dimension d and d′,

respectively, and write M := M∗(E) and M′ := M∗(E′). Let f ∈ HomM (E,E′); that is,
f : E → E′ is a homomorphism of k-group schemes such that ψa ◦ f = f ◦ ϕa. Then

M∗(f) = (m 7→ f ◦m) :M∗(E)→M∗(E′)

is an Ak-homomorphism that satisfies σM ◦ ς∗f = f ◦ σM′ by Lemma 4.1.5.
Consider now f ∈ Homk(M∗(E),M∗(E′)). This means, f : M∗(E) → M∗(E′) is an

Ak-homomorphism such that σM∗(E) ◦ ς∗f = f ◦ σM∗(E′). Moreover, ψa ◦ f = f ◦ ϕa holds
for all a ∈ A since

(f ◦ ϕa)(m) = f ◦ (ϕa ◦m) = f(a ·m) = a(f ◦m) = (ψa ◦ f)(m)

for all m ∈M∗(E).

Let us apply Lemma 1.1.21 to emphasize the close relation between Anderson A-modules
and dual Anderson A-motives. The following isomorphism is unique to the dual setting.

Corollary 4.1.8. Let (E,ϕ) be an Anderson A-module over k, M∗ = (M∗(E), σM∗(E)) its
associated dual Anderson A-motive and σ denote the ς∗-liner map induced by σM∗(E). We
then obtain

coker(σ − idM∗(E)) =M∗(E)/(σ − idM∗(E))M∗(E) ∼= E(k).

Because Drinfeld A-modules of rank r over k correspond to (dual) Anderson A-motives of
rank r and dimension 1 over k, we call such a (dual) Anderson A-motive a (dual) Drinfeld
A-motive of rank r over k.

We see that a Drinfeld Fq[t]-motive (M, σM) of rank r over k as defined in Example 2.1.6
corresponds to a Drinfeld Fq[t]-module (E,ϕ) of dimension r over k since setting m :=
(1, σ, . . . , σr−1)tr and

t = ϕ†t = θ + α
(−1)
1 σ + . . .+ α(−r)

r σr ∈ k[σ]

implies

1 7→ σ,
...

σr−2 7→ σr−1,

σr−1 7→ σr =
(

(t− θ)− α(−1)
1 σ − . . .− α(−(r−1))

r−1 σr−1
)
/α(−r)

r .

Hence,

Φm =


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ)/α(−r)
r −α(−1)

1 /α
(−r)
r · · · −α(−(r−1))

r−1 /α
(−r)
r


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represents σM with respect to the k[t]-basis m for M, as desired. If we are given a dual
Drinfeld Fq[t]-motive of rank r over k, we get back to a Drinfeld Fq[t]-module (E,ϕ) of rank
r over k by putting E := Ga,k and

ϕt := t† = (θ + α
(−1)
1 σ + . . .+ α(−r)

r σr)†

= θ + α1τ + . . .+ αrτ
r ∈ k[τ ].

Similarly, we get from a Drinfeld Fq[t]-motive to a Drinfeld Fq[t]-module of the same rank
and the other way around.

Definition 4.1.9. An Anderson A-module E is said to be pure of weight d
r ifM∗(E) is pure

of weight l
n .

Moreover, the functors E and M∗ are inverse up to isomorphism by Proposition 4.1.6.
The rest of this subsection deals with showing that E induces a functor from the category
PRDA I

+ to the category of pure uniformizable Anderson A-modules up to isogeny, which
is well-defined and an equivalence of categories.

Isogenies

An isogeny between abelian varieties X and Y is a homomorphism X → Y that is surjective
with finite kernel. Furthermore, the relation of isogeny is an equivalence relation for abelian
varieties. We similarly define isogenies of Anderson A-modules. We show that a morphism
f of Anderson A-modules over k is an isogeny if and only if M∗(f) is an isogeny of dual
Anderson A-motives over k. From Corollary 2.2.6 it follows that the relation of isogeny is
an equivalence relation for Anderson A-modules so that we may define the category of pure
Anderson A-modules up to isogeny.

Definition 4.1.10. (i) We call a morphism f of Anderson A-modules (E,ϕ) and (E′, ψ)
an isogeny if f : E → E′ is finite and surjective as a k-scheme morphism. An isogeny
f is said to be separable if ker f is geometrically reduced and inseparable, otherwise.

(ii) We say that two Anderson A-modules E and E′ are isogenous if there is an isogeny
f ∈ HomM (E,E′).

Recall that a morphism f of affine k-schemes is called finite if the induced ring homomor-
phism f∗ is finite.

Lemma 4.1.11 ([Har08, Lem. 2.3.2]). Let E and E′ be additive group schemes of dimen-
sion d and d′, respectively, and f : E → E′ a morphism of group schemes with induced
ring homomorphism f∗ : k[x1, . . . , kd] → k[x1, . . . , kd′ ]. Then the following conditions are
equivalent:

(i) f is finite and surjective,

(ii) f∗ is finite and d = d′,

(iii) f∗ is finite and injective.

Our goal is to restrict the functor E to a functor from the category of dual Anderson
A-motives up to isogeny to the category of Anderson A-modules up to isogeny. In order to
do this we state the following:
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Theorem 4.1.12. Let E = (E,ϕ) and E′ = (E′, ψ) be Anderson A-modules over k. Then
an f ∈ HomM (E,E′) is an isogeny if and only if M∗(f) ∈ Homk(M∗(E),M∗(E′)) is an
isogeny.

Proof. Let M := (M, σM) :=M∗(E) and N := (N, σN) :=M∗(E′) be the corresponding dual
Anderson A-motives. By abuse of notation, we write

σ : M→ M and σ : N→ N

for the ς∗-linear maps induced by σM and σN respectively. We suppose first that M∗(f) :
M → N is an isogeny. It suffices to show that f is finite by Lemma 4.1.11 and Proposition
2.2.3. The following diagram is commutative with exact rows and columns:

0

��
0 //

��

0 //

��

ker(M∗(f) mod (σ − idM))

��
0 // M //

M∗(f)

��

M //

M∗(f)

��

M/(σ − idM)M //

M∗(f) mod (σ−idM)
��

0

0 // N //

��

N //

��

N/(σ − idN)N //

��

0

cokerM∗(f) //

��

cokerM∗(f) //

��

coker(M∗(f) mod (σ − idN))

��
0 0 0.

From the Snake Lemma we get an injection ker(M∗(f) mod (σ − idM)) ↪→ cokerM∗(f) and
thus

dimk ker(M∗(f) mod (σ − idM)) ≤= dimk cokerM∗(f) <∞.
Lemma 4.1.5 provides ker f ∼= ker(M∗(f) mod (σ − idM)) so that

dimk Γ(ker f,Oker f ) = dimk ker(M∗(f) mod (σ − idM)) <∞.

Whence f is finite and an isogeny.
For the converse direction, suppose that f is an isogeny. By Corollary 4.1.13, E and E′

are of the same rank and dimension so that the same holds for the associated dual Anderson
A-motives M and N. It remains to show that M∗(f) is injective by Lemma 2.2.2. Suppose
m ∈ M = Homk,Fq(Ga,k, E) such that M∗(f)(m) = f ◦m = 0. This implies that m factors
through ker f ; that is, m : Ga,k → ker f ↪→ E. Since Ga,k is reduced and connected, m
factors through the reduced subscheme of the connected component of ker f , which contains
0. Since ker f is finite, this subscheme must be trivial. Hence, m is the zero map andM∗(f)
an isogeny.

From Proposition 2.4.9 and Corollary 2.2.6 we directly deduce the following:

Corollary 4.1.13. (i) Let f : E → E′ be an isogeny between Anderson A-modules E and
E′ over k. Then E and E′ are Anderson A-modules of the same rank and dimension
over k and E is pure if and only if E′ is pure.
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(ii) The relation of isogeny is an equivalence relation for Anderson A-modules over k.

We can thus define the category of Anderson A-modules up to isogeny. The morphisms
in the category of Anderson A-modules up to isogeny will be the quasi-morphisms whose
definition reads as follows:

Definition 4.1.14. We let E and E′ be Anderson A-modules over k and put

QHomM (E,E′) := Homk(E,E′)⊗A Q the Q-vector space of quasi-morphisms and
QEndM (E) := Endk(E)⊗A Q the Q-algebra of quasi-endomorphisms.

(i) We define the category M I of Anderson A-modules up to isogeny as follows:

– Objects of M I : Anderson A-modules;

– Morphisms of M I : The quasi-morphisms in QHomk(E,E
′).

(ii) We define the full subcategory PM I of pure Anderson A-modules up to isogeny by
restriction.

Thus E induces a well-defined functor PDA I
+ → PM I that is an equivalence of cate-

gories.

Uniformizable Anderson A-modules

We assume for the rest of this chapter, that k ⊆ C∞ is a complete field that contains Q∞
as in Section 2.5. We define the exponential function expE : T0E → E(k) of an Anderson
A-module E = (E,ϕ) over k and study when E is uniformizable; that is, there is a short
exact sequence

0 −→ ΛE −→ T0E −→ E(k) −→ 0.

Note that then T0E/ΛE ∼= E(k), which is analogous to the uniformizability of an abelian
variety over K ⊂ C. In order to define expE , we put ||x|| := supi,j |xi,j | for any matrix x with
entries in k.

Definition 4.1.15 ([BH07a, Cor. 8.8]). Let E = (E,ϕ) be an Anderson A-module of
dimension d over k. The unique exponential function attached to E, expE : T0E → E(k),
satisfies the following conditions:

(a) For all a ∈ A: expE ◦T0ϕa = ϕa ◦ expE ,

(b) Let ρ be an arbitrary coordinate system for E. Then there exists a unique sequence
(e(i)) in Matd×d(k) such that

e(0) = id and lim
i→∞

q−i log ||e(i)|| = lim
i→∞

log ||e(−i)
(i) || = −∞,

thereby defining an entire rigid analytic function

ExpE : x 7→
∞∑
j=0

e(j)x
(j) : Matd×1(k)→ Matd×1(k),

which satisfies ExpE ◦T0ρ = ρ ◦ expE .
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For later purposes, we also want to have a “local” inverse of the exponential function of
an Anderson A-module.

Definition 4.1.16 (Cf. [Böc02, Lem. 9.14]). Let E = (E,ϕ) be an Anderson A-module of
dimension d over k. The analytic logarithm attached to E is defined to be a the unique map
logE : V → T0E, where V is a sufficiently small neighborhood of 0 ∈ E(k), satisfying the
following conditions:

(a) expE ◦ logE = id = logE ◦ expE on V ,

(b) Let ρ be an arbitrary coordinate system for E. Then there exists a unique sequence
(l(i)) in Matd×d(k) such that

lim
i→∞

q−i log ||l(i)|| = lim
i→∞

log ||l(−i)(i) || = 0

thereby defining a rigid analytic function

LogE : x 7→
∞∑
i=0

l(i)x
(i) : (ε-ball in Matd×1(k))→ Matd×1(k)

which satisfies LogE ◦T0ρ = ρ ◦ logE .

Definition 4.1.17. Let E be an Anderson A-module over k.

(i) We call the A-module ΛE := ker expE the period lattice of E and elements in ΛE periods
of E. We define the rank of ΛE to be rankA ΛE := dimQ ΛE ⊗A Q.

(ii) We say that E is uniformizable if expE is surjective.

Anderson shows in the case A = Fq[t] that the period lattice ΛE of an Anderson A-module
E of rank r is discrete in T0E and finitely generated over A. The rank of ΛE is at most r
with equality if and only if E is uniformizable, whence the name (see [And86, Lem. 2.4.1
and Thm. 4]).

If E is a uniformizable Anderson A-module over k, we have T0E/ΛE ∼= E(k). In analogy
with uniformizability of abelian varieties, we define its first Betti homology to be

HB(E,A) := ΛE , and further HB(E,B) := ΛE ⊗A B

for any A-algebra B. Its Betti cohomology realization is

H1
B(E,B) := HomA(ΛE , B)

for any A-algebra B.
As the following theorem states, any Drinfeld A-module over k is an example for a uni-

formizable Anderson A-module over k.

Theorem 4.1.18 ([Gos96, Thm. 4.6.9]). Let E be a Drinfeld A-module of rank r over k and
ΛE its period lattice. Then ΛE has rank r and furthermore the functor E 7→ ΛE from the
category of Drinfeld modules of rank r over k to the category of finitely generated A-modules
of rank r that are discrete in T0E ∼= k is an equivalence of categories.

If the dimension of an Anderson A-module E is greater than one, expE need not be
surjective (for an example, see [Gos96, Exmp. 5.5.9]). In the following subsection, we prove
that an Anderson A-module over k is uniformizable if and only if the corresponding dual
Anderson A-motive is rigid analytically trivial.
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Uniformizability

Throughout this section, we fix a uniformizable Anderson A-module E = (E,ϕ) of rank r and
dimension d over k. Our goal is to show that E is uniformizable if and only if the associated
dual Anderson A-motive M∗(E) is rigid analytically trivial. Recall that the map

δ : Mat1×d(k[σ])→ Matd×1(k),
∞∑
i=0

α(i)σ
i 7→

∞∑
i=0

(
α

(i)
(i)

)tr
,

defined in Lemma 1.1.21, provides an isomorphism

coker(σ − 1) =M∗(E)/(σ − 1)M∗(E) ∼= E(k), (4.2)

where σ denotes the ς∗-liner map induced by σM∗(E) (Corollary 4.1.8). Using the ring ho-
momorphism i∗ : Fq[t] → A, t 7→ a, we will see that we may pass from elements in E(k)
to elements of the a-adic completion M∗(E)a = lim←−M

∗(E)/anM∗(E) of M∗(E) via the
“switcheroo” (Lemma 4.1.22). In order to prove that ΛE ∼= M∗(E)(1)σ, we want to relate
periods of E andM∗(E)-cycles; that is, convergent and σ-invariant elements inM∗(E)a. At
first, we put elements in T0E in bijective canonical correspondence with k-valued points of
E. This is done through the “a-division towers”.

Definition 4.1.19. Fix an a ∈ A \ Fq and an x ∈ E(k).

(i) A sequence x(0), x(1), x(2), . . . ∈ E(k) is an a-division tower above x if

ϕa(x(n)) =
{
x(n−1) if n > 0
x if n = 0

(ii) An a-division tower (x(n))∞n=0 is said to be convergent if limn→∞ ‖ρ(x(n))‖ = 0 for all
coordinate systems ρ.

The latter condition allows us to apply the analytic logarithm attached to an Anderson
A-module to an element x(n) of a convergent a-division tower (x(n))∞n=0 for n sufficiently large.
Let us give an example of an a-division tower that shows how to get from a period of E to
an a-division tower above 0.

Example 4.1.20. Let ξ ∈ T0E be a solution of the equation expE(ξ) = x. The sequence
x(n) := expE

(
(T0ϕa)−(n+1)ξ

)
, n ≥ 0, defines an a-division tower (x(n))∞n=0 above x since

ϕa(x(n)) = ϕa

(
expE

(
(T0ϕa)−(n+1)ξ

))
= expE

(
(T0ϕa)−((n−1)+1)ξ

)
= x(n−1)

for n > 0. Moreover, (x(n))∞n=0 is convergent because we have for all coordinate systems ρ

lim
n→∞

‖ρ
(

expE
(

(T0ϕa)−(n+1)ξ
))
‖ = lim

n→∞
‖ExpE

(
T0ρ

(
(T0ϕa)−(n+1)ξ

))
‖

= lim
n→∞

‖
∞∑
i=0

e(i)

(
T0ρ((T0ϕa)−(n+1)ξ)

)(i)
‖

≤ lim
n→∞

‖T0ρ
(

(T0ϕa)−(n+1)
) ∞∑
i=0

e(i) (T0ρ(ξ))(i) ‖

≤ lim
n→∞

‖T0ρ
(

(T0ϕa)−(n+1)
)

ExpE (T0ρ(ξ)) ‖
= 0.
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In fact, we can also recover the “logarithm” ξ ∈ ker(ExpE) from a convergent a-division
tower above 0.

Proposition 4.1.21 ([ABP, §1.9.3]). The convergent a-division towers above x ∈ E(k) are
in bijective correspondence with elements ξ ∈ T0E. If ξ ∈ T0E corresponds to the convergent
a-division tower (x(n))∞n=0 we call ξ the logarithm of (x(n))∞n=0.

Proof. We have seen in the previous example that a ξ ∈ T0E defines a convergent a-division
tower (x(n))∞n=0 above x with x(n) = expE((T0ϕa)−(n+1)ξ), n ≥ 0.

Conversely, if (x(n))∞n=0 is a convergent a-division tower we find an ξ ∈ T0E by following
the idea shown in the commutative diagram:

0 // Λ //

T0ϕa

��

log(x(N))∈
T0E

expE //

T0ϕa

��

x(N)∈
E(k)

//

ϕa

��

0

0 // Λ //

T0ϕa
��

T0E
expE //

T0ϕa
��

E(k) //

ϕa
��

0

...
T0ϕa

��

...
T0ϕa

��

...
ϕa

��
0 // Λ //

T0ϕa

��

T0E
expE //

T0ϕa
��

E(k) //

ϕa
��

0

0 // Λ // T0E
3ξ:=(T0ϕa)N+1 log(x(N))

expE //
expE //
expE // E(k)

3x
// 0

.

More formally, there exists a unique ξ ∈ T0E with the following properties:

• ξ is the common value ((T0ϕa)n+1 logE(x(n))) for all n� 0.

Since (x(n))∞n=0 is convergent there is an N > 0 so that ‖ρ(x(n))‖ < ε for all co-
ordinate systems ρ and n ≥ N . Hence, logE(x(n)) is defined for all n ≥ N . Let
ξ := (T0ϕa)N+1 logE(x(N)). Because

(T0ϕa)(n−1)+1 logE(x(n−1)) = (T0ϕa)(n−1)+1
(
logE

(
ϕa(x(n))

))
= (T0ϕa)n+1

(
logE(x(n))

)
for all n ≥ N,

we find that ξ = (T0ϕa)n+1 logE(x(n)) for all n ≥ N .

• x(n) = expE((T0ϕa)−(n+1)ξ) for all n; since

expE
(

(T0ϕa)−(n+1)ξ
)

= expE
(

(T0ϕa)−(n+1)(T0ϕa)n+1
(
logE(x(n))

))
= x(n) for all n ≥ N,

expE
(

(T0ϕa)−(n+1)ξ
)

= expE
(

(T0ϕa)−(n+1)
(
(T0ϕa)N+1

(
logE(x(N))

)))
= ϕN−na

(
expE

(
logE(x(N))

))
= x(n) for all n < N.
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• expE(ξ) = x; since

expE(ξ) = expE
(
(T0ϕa)N+1

(
logE(x(N))

))
= ϕN+1

a

(
expE

(
logE(x(N))

))
= x.

• “Vieta formula”: limn→∞ ||T0ρ(ξ − (T0ϕa)n+1x(n))|| = 0 for all coordinate systems ρ.

Since (x(n))∞n=0 is convergent there is an N > 0 so that for all n ≥ N we have ‖ρ(x(n))‖ <
ε and y(n) := logE(x(n)) is defined. As above, we have ξ = (T0ϕa)n+1y(n) for n � 0.
Therefore,

lim
n→∞

||T0ρ
(
ξ − (T0ϕa)n+1x(n)

)
|| = lim

n→∞
||T0ρ

(
(T0ϕa)n+1

(
y(n) − expE(y(n))

))
||

= lim
n→∞

||T0ρ
(
(T0ϕa)n+1

)∑
i≥1

e(i)T0ρ(y(n))
(i)||

= lim
n→∞

||T0ρ
(
(T0ϕa)n+1

)
·
∑
i≥1

e(i)T0ρ
(

(T0ϕa)−(n+1)ξ
)(i)
||

≤ lim
n→∞

||T0ρ
(

(T0ϕa)(1−q)(n+1)
)∑
i≥1

e(i)T0ρ(ξ)(i)||

≤ lim
n→∞

||T0ρ
(

(T0ϕa)(1−q)(n+1)
)

ExpE (T0ρ(ξ)) ||

≤ lim
n→∞

||(T0ϕa)(1−q)(n+1)ρ(x)||
= 0.

As already mentioned, we want to pass from k-valued points of E to elements of M∗(E)a
via the “switcheroo”, which makes use of the isomorphism (4.2).

Lemma 4.1.22 (The switcheroo [ABP, §1.7.3]). Let (M, σM) be a dual Anderson A-motive
and a a non-constant element in A. Further, σM induces a ς∗-linear map σ : M→ M and a
ς∗A/a-linear map σ : Ma → Ma. We then define the groups:

G1 := G1(a,M) := {(x, y, z) ∈ M×M×M | x = ay + (σ − 1)z} ,
G2 := G2(a,M) := {(x, y) ∈ M× (M/(σ − 1)M) | x ≡ ay mod (σ − 1)M} ,
G3 := G3(a,M) := {(x, z) ∈ M× (M/aM) | x ≡ (σ − 1)z mod aM} ,

The two sequences

0 −→ M
m 7→ (0, (σ − 1)m,−am)

- G1
(x, y, z) 7→ (x, y mod (σ − 1))

- G2 −→ 0

0 −→ M
m 7→ (0, (σ − 1)m,−am)

- G1
(x, y, z) 7→ (x, z mod a)

- G3 −→ 0

are exact since M is free over Ak and k[σ] and a is central in Ak[σ]. Therefore, G2 and G3

are isomorphic to the same quotient of G1, and hence canonically isomorphic to each other.
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In order to find the solution corresponding to an a-division tower (x(n))∞n=0 above x ∈
E(k) ∼= Matd×1(k), we define the Anderson generating function

f :=
∞∑
n=0

xtr
(n)a

n ∈ Mat1×d(A⊗Fq [t] k[[t]]).

The concept of rigid analytic trivializations corresponds to the theory of scattering matrices
for (non-zero) pure uniformizable Anderson A-modules of rank r over k (with an additional
“σ-structure”) that was studied by Anderson when A = Fq[t] in [And86, §3]. That is, if
λ1, . . . , λr is a basis of the period lattice of E and Φ̃ represents τM∗(E) with respect to a
k[t]-basis {m1, . . . ,mr} of M∗(E), the scattering matrix Ψ̃ is defined by

Ψ̃ij := −
∞∑
k=0

expE

(
λj
tk+1

)(i−1)

tk, 1 ≤ i, j ≤ r, (4.3)

such that then
Ψ̃(1) = Φ̃Ψ̃

holds. Furthermore, [And86, Thm. 5] states that giving such an Anderson A-module is
equivalent to defining a scattering matrix Ψ̃.

The next proof shows that Anderson generating functions play a similar role for defining
a rigid analytic trivialization in the dual setting. We will see this in more detail in Example
4.1.25.

Theorem 4.1.23. Let (M, σM) be the dual Anderson A-motive associated with (E,ϕ) and
σ : Ma → Ma the ς∗A(a)-linear map induced by σM. Choose a coordinate system ρ for E and
an x = x(−1) ∈ Mat1×d(k) ∼= E(k). Further, let n ∈ Matd×1(k[σ]) be a vector whose entries
form a k[σ]-basis for M such that n is compatible with ρ and Mat1×d(k[σ]) ·n→ M.

(i) The a-division towers (x(n))∞n=0 above x ∈ Mat1×d(k) ∼= E(k) and solutions γ ∈ Ma

of the (σ − 1)-division equation xtrn = (σ − 1)γ are canonically in bijection via the
”switcheroo” of the preceding lemma.

(ii) If γ ∈ Ma satisfies xtrn = (σ − 1)γ and (x(n))∞n=0 is the a-division tower canonically
corresponding to γ, then the following are equivalent:

(a) γ is convergent,

(b) f (ν) :=
∑∞

n=0(xtr
(n))

(ν)an ∈ Mat1×d(A⊗Fq [t] k〈 tθ 〉) ⊆ Mat1×d(A(1)) for ν = 1, 2, . . .,

(c) (x(n))∞n=0 is convergent.

Proof. Using the ring homomorphism i∗ : Fq[t]→ A, t 7→ a, and the coordinate system ρ, we
may assume, without loss of generality, that A = Fq[t] and E = Ga,k. We write

ϕt =
∞∑
i=0

α(i)τ
i,

where α(i) ∈ Matd×d(k), α(i) = 0 for i� 0, and fix a basis m ∈ Matr×1(M) so that the map
Mat1×r(k[t]) ·m→ M is bijective and σM in M is represented by

Φm =
∞∑
j=0

β(j)t
j
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with β(j) ∈ Matr×r(k), β(j) = 0 for j � 0. Let us first prove (i).
“⇒” A t-division tower (x(n))∞n=0 above x satisfies (xtr

(n−1)n, x
tr
(n)n) ∈ G2(t,M) since

δ(xtr
(n−1)) = x(n−1) = ϕt(x(n)) = ϕt(δ(xtr

(n)))
Lem. 1.1.21= δ(xtr

(n)ϕ
†
t)

in E(k) ∼= M/(σ − 1)M corresponds to

xtr
(n−1)n ≡ txtr

(n)n mod (σ − 1)M.

We will at first solve for all n ≥ 0 the equation

xtr
(n−1)n = txtr

(n)n + (σ − 1)φ(n)m (4.4)

for φ(n) ∈ Mat1×r(k[t]) so that we obtain the corresponding element (xtr
(n−1)n, φ(n)m) ∈

G3(t,M). Secondly, multiplying (4.4) with tn and summing up provides

xtrn = xtr
(−1)n =

∞∑
n=0

(tnx(n−1) − tn+1x(n))
trn = (σ − 1)

∞∑
n=0

tnφ(n)m. (4.5)

As desired, we have then found the canonically corresponding solution

γ :=
∞∑
n=0

tnφ(n)m ∈ Mt.

In order to solve (4.4), we define α̃(ν) ∈ Matd×r(k[t]), ν = 1, 2, . . . , α̃(ν) = 0 for ν � 0 by
requiring that

α̃(ν)m = −
∞∑
i=0

(α(−i)
(ν+i))

trσin

holds. Consider for all n ≥ 0 the equations

ϕtx(n) − x(n−1) = ϕtx(n) −
∞∑
j=0

α(j)x
(j)
(n)

=
∞∑
j=1

α(j)x
(j)
(n)(τ

j − 1)

=
∞∑
j=1

α(j)x
(j)
(n) ·

j−1∑
l=0

τ l(τ − 1)

=

( ∞∑
ν=1

∞∑
i=0

α(ν+i)x
(ν+i)
(n)

)
τ i(τ − 1)

=

( ∞∑
ν=1

∞∑
i=0

τ iα
(−i)
(ν+i)x

(ν)
(n)

)
(τ − 1) | · n |†

⇔ (tx(n) − x(n−1))
trn = (1− σ)

∞∑
ν=1

(xtr
(n))

(ν)α̃(ν)m | · tn

⇔ (tn+1x(n) − tnx(n−1))
trn = (1− σ)

∞∑
ν=1

(xtr
(n))

(ν)tnα̃(ν)m (4.6)
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Since multiplication by tn+1 = (ϕ†t)
n+1 corresponds to T0ϕt on the tangent space T0E ∼=

M/σM at the identity, we have

(
(T0ϕt)n+1x(n) − (T0ϕt)nx(n−1)

)tr n ≡ (1− σ)
∞∑
ν=1

(xtr
(n))

(ν)tnα̃(ν)m mod σM. (4.7)

To get to (4.5) we sum up in (4.6) and obtain

xtrn =
∞∑
n=0

(tn+1x(n) − tnx(n−1))
trm = (1− σ)

∞∑
ν=1

f (ν)α̃(ν)m

with f :=
∑∞

n=0(xtr
(n))t

n. Hence, γ =
∑∞

ν=1 f
(ν)α̃(ν)m is the solution of the (σ − 1)-division

equation with lefthand side xtrn. By summing up in equation (4.7), we find that the following
congruences hold:

(
(T0ϕt)n+1x(n) − x

)tr m =
n∑
i=0

(
(T0ϕt)i+1x(i) − (T0ϕt)ix(i−1)

)tr
m

≡ (1− σ)
∞∑
ν=1

f
(ν)
≤n α̃(ν)m mod σM,

with f≤n :=
∑n

i=0(xtr
(i))t

i.
“⇐” Given a solution γ =: ym =

(∑∞
n=0 y(n)t

n
)
m ∈ Mt, y(n) ∈ Mat1×r(k), of the (σ − 1)-

division equation xtrn = (σ − 1)ym, we set

y≤n :=
n∑
i=0

y(i)t
i

so that (xtrn, y≤nm) ∈ G3(tn+1,M). By solving

xtrn = tn+1ψ(n)m + (σ − 1)y≤nm (4.8)

for ψ(n) ∈ Mat1×d(k[σ]) we find an element (xtrn, ψ(n)m) ∈ G2(tn+1,M) for each n ≥ 0. Set
x(n) := δ(ψ(n)). Then (x(n))∞n=0 is a t-division tower above x since ∀n ≥ 1:

xtrn ≡ tnψ(n−1)m mod (σ − 1)M

≡ tn+1ψ(n)m mod (σ − 1)M

⇔ ψ(n−1)m = tψ(n)m = ψ(n)ϕ
†
tm mod (σ − 1)M

⇔ x(n−1) = δ(ψ(n−1)) = ϕt(δ(ψ(n))) = ϕt(x(n)).

in E(k). It is thus the canonically corresponding t-division tower above x to the given solution
γ = ym.
In order to solve (4.8) for each ψ(n) =:

∑
i∈Z c(i)t

i, c(i) = 0 for i < 0 and i � 0, we define
coefficients β̃(ν) ∈ Matd×r(k[τ ]), ν = 1, 2, . . . , β̃(ν) = 0 for ν � 0 by requiring that

β̃(ν)m = −
( ∞∑
i=1

β(ν+i)t
i−1

)
m
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is satisfied. Further, let U ∈ Matd×r(k[t]) be the unique solution of the equation n = Um
and n so large it exceeds the degree of t in each entry of U .

t−(n+1)(xtrm + (1− σ)y≤nm)
= t−(n+1)(xtrU + y≤n − y≤nΦ)m

= t−(n+1)(xtrU + y≤n −
n∑
ν=0

∞∑
j=0

y
(−1)
(n) β(j)t

ν+j)m

= t−(n+1)(xtrU +
∞∑
n=0

y(n)t
n −

n∑
ν=0

∞∑
j=0

y
(−1)
(n−ν)β(j)t

n−ν+j)m

= t−(n+1)(xtrU +
∞∑
n=0

y(n)t
n −

n∑
ν=0

∑
n−ν+j≤n

y
(−1)
(n−ν)β(j)t

n−ν+j)m︸ ︷︷ ︸
=0 since c(i)=0 for i<0

−
n∑
ν=0

∑
n−ν+j>n

y
(−1)
(n−ν)β(j)t

j−ν−1m

= −

 n∑
ν=0

∑
j>ν

y
(−1)
(n−ν)β(j)t

j−ν−1

m

= −
(

n∑
ν=0

y
(−1)
(n−ν)(

∞∑
i=1

β(ν+i)t
i−1)

)
m

=

(
n∑
ν=0

y
(−1)
(n−ν)β̃

†
(ν)

)
m

Thus we may set ψ(n) :=
∑n

ν=0 y
(−1)
(n−ν)β̃

†
(ν) and x(n) := δ(ψ(n)) so that the t-division tower

(x(n))∞n=0 above x satisfies the relations

x(n) = δ

(
n∑
ν=0

y
(−1)
(n−ν)β̃

†
(ν)

)
=

n∑
ν=0

β̃(ν)

(
(y(−1)

(n−ν))
tr
)

for all n� 0. This bijective correspondence is clearly independent of the choice of m.
The proof of (ii) proceeds by showing (a)⇒(c)⇒(b)⇒(a) with the help of (i). Suppose

that γ ∈ Mt is convergent and let y =
∑∞

n=0 y(n)t
n ∈ Mat1×r(k[[t]]) with y(n) ∈ Mat1×r(k), be

the unique solution of γ = ym. Then limn→∞ ||y(n)|| = 0 and by (i) there is an N ∈ N such
that the corresponding t-division tower (x(n))∞n=0 is given by

x(n) =
n∑
ν=0

β̃(ν)

(
(y(−1)

(n−ν))
tr
)

for all n > N and satisfies
lim
n→∞

||x(n)|| = 0.

This means (x(n))∞n=0 is convergent as desired.
Because (T0ϕt− θ)d = 0 holds on T0E, we can write T0ϕt = θ · 1d +N for some nilpotent

matrix N ∈ Matd×d(k), where 1d ∈ Matd×d(k) denotes the identity matrix. By the “Vieta
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formula” we have

lim
n→∞

||ξ − (T0ϕt)n+1x(n)|| = lim
n→∞

||ξ − θn+1x(n)|| = 0,

and thus sup∞n=0 |θ|n+1||x(n)|| < ∞. For ν > 0 we see that also sup∞n=0 |θ|q(n+1)||x(ν)
(n)|| < ∞

and further
lim
n→∞

|θ|n||x(ν)
(n)|| = lim

n→∞
|θ|(1−q)n−1 ·

(
|θ|q(n+1)||x(ν)

(n)||
)

= 0.

We thus conclude that the (qν)th-power of the Anderson generating function

f (ν) =
∞∑
n=0

(xtr
(n))

(ν)tn ∈ Mat1×d(k[[t]])

assigned to (x(n))∞n=0 lies in Mat1×d(k〈 tθ 〉). By (i) we find that the corresponding solution is
γ = ym with

y =
∞∑
ν=1

f (ν)α̃(ν) ∈ Mat1×r(k〈
t

θ
〉) ⊆ Mat1×r(k〈t〉),

which finishes the proof.

Corollary 4.1.24. The A-module M(1)σ is isomorphic to the period lattice ΛE = ker expE.

Proof. As before, we write σ : Ma → Ma for the ς∗A/(a)-linear map induced by σM. The
convergent a-division towers above 0 are in bijective correspondence with periods of E by
the logarithm construction of Proposition 4.1.21. Moreover according to Theorem 4.1.23,
the M-cycles, that is, the convergent solutions of the (σ − 1)-division equation, correspond
bijectively to the convergent a-division towers above 0.

Recall any Drinfeld A-module is uniformizable (Theorem 4.1.18). We want to take a
closer look at the above correspondences and investigate the periods of a Drinfeld Fq[t]-
module (E,ϕ) of rank r over k and the σ-invariants of its associated Drinfeld Fq[t]-motive
(M, σM). Through Anderson generating functions, we find a rigid analytic trivialization Ψ of
the matrix Φ that represents σM with respect to a fixed k[t]-basis for M. In Section 5.1 we
further investigate the linear independence of the entries of Ψ−1(θ) for Drinfeld Fq[t]-motives
of rank 2 over C∞.

Example 4.1.25 (Cf. [Pel08]). Let A = Fq[t], (E,ϕ) be a Drinfeld Fq[t]-module of rank r
over k, (M∗(E), σM∗(E)) the corresponding dual Drinfeld Fq[t]-motive of rank r over k and
(M∗(E), τM∗(E)) the associated Drinfeld Fq[t]-motive of rank r over k. We thus have

ϕt = θ + α1τ + . . .+ αrτ
r ∈ k[τ ] ∼= Endk,Fq(E),

by choosing a coordinate system ρ. Then

Φm∗ :=


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ)/α(−r)
r −α(−1)

1 /α
(−r)
r · · · −α(r−1)

r−1 /α
(−r)
r


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represents σM∗(E) with respect to the k[t]-basis m∗ = (1, σ, . . . , σr−1)tr for M∗(E), and

Φ̃m∗ :=


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ)/αr −α1/αr · · · −αr−1/αr


represents τM∗(E) with respect to the k[t]-basis m∗ = (1, τ, . . . , τ r−1)tr for M∗(E). For a
period λ ∈ ΛE the corresponding convergent t-division tower is

(
expE

(
λ

θn+1

))∞
n=0

, which
defines the corresponding Anderson generating function

fλ(t) :=
∞∑
n=0

expE

(
λ

θn+1

)
tn ∈ T := k〈t〉.

Since

expE

(
λ

θn

)
= ϕt

(
expE

(
λ

θn+1

))
= θ · expE

(
λ

θn+1

)
+ α1 · expE

(
λ

θn+1

)(1)

+ . . .+ αr · expE

(
λ

θn+1

)(r)

,

multiplying by tn and summing up we get

θfλ(t) + α1f
(1)
λ (t) + . . .+ αrf

(r)
λ (t) =

∞∑
n=0

expE

(
λ

θn

)
tn = expE (λ) + tfλ(t)

= tfλ(t). (4.9)

We put n := (1) so thatM∗(E)
·n∼= k[σ]. The corresponding solution γ ∈M∗(E)t of (σ−1)γ =

0 is then

γ = f
(1)
λ α̃(1)m

∗ + . . .+ f
(r)
λ α̃(r)m

∗

with

α̃(1)m
∗ = −(α1 + α

(−1)
2 σ + . . .+ α(−(r−1))

r σr−1)n,

α̃(2)m
∗ = −(α2 + α

(−1)
3 σ + . . .+ α(−(r−2))

r σr−2)n,
...

α̃(r)m
∗ = −αrn.

We have

γ = −(α1f
(1)
λ + . . .+ αrf

(r)
λ α

(−1)
2 f

(1)
λ + . . .+ α

(−1)
r−1 f

(r−1)
λ · · · α(−(r−1))

r f
(1)
λ )m∗

= −(f (1)
λ · · · f

(r)
λ ) ·A(1) ·m∗

where

A :=


α

(−1)
1 α

(−2)
2 · · · α

(−r)
r

...
... 0

α
(−1)
r−1 α

(−2)
r

...
α

(−1)
r 0 · · · 0.

 ∈ GLr(k)
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Let λ1, . . . , λr be a Fq[t]-basis for ΛE . We write fi := fλi , i = 1, . . . , r and γi, i = 1, . . . , r, for
the corresponding solutions. From the linear independence of the set {λ1, . . . , λr} it follows
that {f1, . . . , fr} is linearly independent over Fq and that

Ψ̃ := −

 f1 f
(1)
1 · · · f

(r−1)
1

...
...

...
fr f

(1)
r · · · f

(r−1)
r

 ∈ Matr×r(T)

is invertible by [Gos96, Lem. 1.3.3]. We set Θ := Ψ̃(1) ·A(1) ∈ GLr(T) so that the vector γ1
...
γr

 = Θ ·m∗

comprises an Fq[t]-basis for M∗(E)(1)σ. In comparison with (4.3), we find that Ψ̃tr is the
scattering matrix associated with E. Indeed,

Ψ̃ · Φ̃tr
m∗ = −


f

(1)
1 f

(2)
1 · · ·

(
(t− θ)f1 − α1f

(1)
1 − . . .− αr−1f

(r−1)
1

)
/αr

...
...

...
f

(1)
r f

(2)
r · · ·

(
(t− θ)fr − α1f

(1)
r − . . .− αr−1f

(r−1)
r

)
/αr

 (4.9)
= Ψ̃(1)

(4.10)
implies that Φ̃m∗ · Ψ̃tr = (Ψ̃tr)(1) holds. Moreover,

Φ̃tr
m∗ ·A(1) =


(t− θ) 0 · · · 0

0 α
(−1)
2 · · · α

(−(r−1))
r

...
...

0 α
(−1)
r 0

 = A · Φm∗ (4.11)

so that

Θ = Ψ̃(1) ·A(1) (4.10)
= Ψ̃ · Φ̃tr

m∗ ·A(1) (4.11)
= Ψ̃ ·A · Φm∗ = Θ(−1) · Φm∗

and Ψ := Θ−1 ∈ GLr(T) is hence a rigid analytic trivialization of Φm∗ , meaning

Ψ(−1) = Φm∗Ψ.

From [ABP04, Prop. 3.1.3] we may further deduce that Ψ ∈ GLr(T) ∩Matr×r(E).

Proposition 4.1.26 (Cf. [And86, Thm. 4]). Let A = Fq[t], E = (E,ϕ) be an Anderson
A-module of rank r and dimension d over C∞ and M = (M, σM) the corresponding dual
Anderson A-motive.

(i) rankA M(1)σ = rankA ΛE = r,

(ii) M∗(E) is rigid analytically trivial,

(iii) E is uniformizable.
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Proof. For the same reasons as above, we may assume without loss of generality that E = Gd
a,k

and A = Fq[t]. We first prove (i)⇔(ii) as in Lemma 2.6.1 and next (ii)⇒(iii)⇒(i).
We show that if µ1, . . . , µm are linearly independent over A, then they are linearly inde-

pendent over A(1) in M(1). This implies that the natural map φ : M(1)σ ⊗QQ(1)→ M(1) is
injective, which shows rankA M(1)σ ≤ rankA(1) M(1) = rankAk M = r. Clearly equality holds
if and only if φ is also surjective; that is, if and only if M is rigid analytically trivial. For
the sake of contradiction, we assume that m ≥ 2 is minimal such that µ1, . . . , µm are linearly
independent over A, but µ1, . . . , µm are not linearly independent over A(1) in M(1). This
means, there are αi ∈ A(1) such that

m∑
i=1

αiµi = 0.

Without loss of generality, we suppose α1 = 1. Since σM(ς∗M) is a cotorsion Ak-submodule
of the locally free Ak-module M, we also have

m∑
i=1

α
(−1)
i µi = 0

and thus
∑m

i=1(αi − α(−1)
i )µi =

∑m
i=2(αi − α(−1)

i )µi = 0. Hence, αi ∈ A, which contradicts
the assumption and proves the injectivity of φ, as desired.

To show that (ii) implies (iii), suppose x ∈ Matd×1(C∞) ∼= E(C∞). By assumption,
there is a rigid analytic trivialization Ψ ∈ GLr(C∞〈t〉) such that Ψ(−1) = ΦmΨ. Define
a(n) ∈ Mat1×r(C∞) by the rule

∞∑
n=0

a(n)t
n = xtrUΨ.

Necessarily we have limn→∞ ||a(n)|| = 0 so that there is an N ∈ N such that

||a(n)|| <
1
2

for all n > N.

Since C∞ is algebraically closed, we can find an b(n) which satisfies

a(n) = b
(−1)
(n) − b(n) (4.12)

for n ≤ N . For n > N we define b(n) :=
∑∞

j=1 a
(j)
(n) which then also satisfies (4.12). Since

then
lim
n→∞

||b(n)|| = 0

we can define Z :=
∑∞

n=0 b(n)t
n ∈ Mat1×r(C∞〈t〉) so that

xtrUΨ = Z(−1) − Z.

We write Θ := Ψ−1 as before. Hence Θ = Θ(−1)Φ and

xtrU = (ZΘ)(−1)Φ− (ZΘ).

Thus γ := (ZΘ)m ∈ Mt is a convergent solution of the (σ − 1)-division equation

xtrn = (ς − 1)γ.
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By Theorem 4.1.23 this corresponds to a convergent division tower (x(n))∞n=0 above x whose
logarithm ξ ∈ T0E satisfies exp(ξ) = x.

Suppose now that expE is surjective and a is a non-constant element of A. From [BH07a,
Thm. 8.6], we see that the A/a-module E[a](C∞) is of dimension r where a := (a) ⊆ A.
Moreover, a−1ΛE/ΛE ∼= expE(a−1ΛE) = E[a](C∞). We conclude that

rankA M(1)σ Cor. 4.1.24= rankA ΛE = dimA/a a
−1ΛE/ΛE = r,

whence the assertion.

We may now state the following:

Definition 4.1.27. (i) We define the strictly full subcategory PU M I ⊂ M I of pure
uniformizable Anderson A-modules up to isogeny by restriction.

(ii) Let E be a pure uniformizable Anderson A-module over C∞ and M be the corresponding
pure rigid analytically trivial dual Anderson A-motive over C∞. The Galois group ΓE
of E is the Galois group associated with M by Definition 2.8.2.

Therefore, the functor E : DA+ → M induces an equivalence PRDA I
+ → PU M I of

categories, which by abuse of notation we also denote by E . Similarly, we write M∗ for the
equivalence PU M I →PRDA I

+ of categories defined by M∗ : M → DA+.

4.1.3 From Anderson A-modules to Q-Hodge-Pink structures

Recall that the first Betti homology group of an abelian variety over C carries a rational
Hodge structure. Similarly, we will now associate a pure Q-Hodge-Pink structure H(E) of
weight −d

r with a pure uniformizable Anderson A-module E = (E,ϕ) of rank r, dimension d
and weight d

r over k ⊂ C∞. In analogy with the classical case, we define the Q-vector space
underlying H(E) to be H := HB(E,Q) = ΛE ⊗A Q, where ΛE is the period lattice of E.
Following Schindler in [Sch09, §5.1], we denote the ideal (a⊗ 1− 1⊗ γ(a)|a ∈ A) by J . Let
z = a

b be a uniformizing parameter of Q at ∞ and put ζ := γ(z) = γ(a)γ(b)−1. By [Sch09,
Lem. 5.1.1], z − ζ is a uniformizing parameter of OCC∞V (J) and further

̂OCC∞V (J) = C∞[[z − ζ]].

We then define a map

f : H ⊗Q C∞[[z − ζ]] → T0E

(λ⊗ β)⊗
∞∑
i=0

αi(z − ζ)i 7→
∞∑
i=0

βαi(T0ϕaT0ϕ
−1
b − γ(a)γ(b)−1)iλ

Note f is well-defined because E is of dimension d. Therefore (T0ϕa − γ(a))d = 0 holds on
T0E for all a ∈ A. By [And86, Cor. 3.3.6], we find that f is surjective so we have a short
exact sequence

0 // qH // H ⊗Q C∞[[z − ζ]]
f // T0E // 0.

with qH := ker f . By construction, qH is a C∞[[z−ζ]]-lattice inH⊗QC∞((z−ζ)). This defines a
pure Q-pre-Hodge-Pink structure H = (H,W, qH) of weight −d

r . Let H∞ = (H∞,W∞, qH∞)
be its associated pure Q∞-pre-Hodge-Pink structure. Since ΛE is discrete in T0E, we have

H∞ ∩ qH∞ = (H ⊗Q Q∞) ∩ qH = {0}.
This condition implies that H∞ is semistable and thus H a pure Q-Hodge-Pink H structure.
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Definition 4.1.28. (i) We define H : PU M I →HodgeQ to be the fully faithful functor
that sends a pure uniformizable Anderson A-module E of rank r, dimension d and
weight d

r to the pure Q-Hodge-Pink structure H = (H,W, qH) of rank r and weight −d
r

as defined above.

(ii) Let E be a pure uniformizable Anderson A-module over k ⊂ C∞. We call the Hodge-
Pink group of H(E) the Hodge-Pink group of E and denote it by GE .

4.1.4 From dual Anderson A-motives to Q-Hodge-Pink structures

The fully faithful functor H ◦ E associates a pure Q-Hodge-Pink structure of weight −d
r

with a pure rigid analytically trivial dual Anderson A-motive of rank r, dimension d and
weight l

n over C∞ with d, r > 0. Following unpublished ideas of Pink in the non-dual
setting, we construct a “direct” functor D : PRDA I

+ →HodgeQ, which is isomorphic to
H ◦ E : PRDA I

+ →HodgeQ. This will later make it possible to assign a dual Anderson
sub-A-motive M′ over C∞ to a strict sub-Q-Hodge-Pink structure H ′ of D(M) such that
D(M′) = H ′.

Fix such a pure rigid analytically trivial dual Anderson A-motive M = (M, σM) of rank r,
dimension d and weight l

n over C∞ in PRDA I
+. We want to study its relations to the pure

Q-Hodge Pink structure (H,W, qH) := H(E(M)) of rank r and weight −d
r , which we have

associated in the previous section with the pure uniformizable Anderson A-module E := E(M)
of weight d

r . By definition of the functor H and Corollary 4.1.24, we have

H = ΛE ⊗A Q ∼= M(1)σ ⊗A Q.

We want to define the C∞[[z − ζ]]-lattices qH in terms of (M, σM). Consider the two short
exact sequences

0 −→ qH −→ pH −→ T0E −→ 0

(see Subsection 4.1.3), and

0→ σM(ς∗M)⊗C∞[t] C∞[[t− θ]]→ M⊗C∞[t] C∞[[t− θ]]→ cokerσM ⊗C∞[t] C∞[[t− θ]]→ 0.

In order to prove that the two sequences are isomorphic, we state two lemmas on the relations
between (M(∞), σM(∞)) and (M(1)σ ⊗A A(∞), σM(1)σ⊗AA(∞)) at t = θq

i
for all i ∈ Z, where

σM(1)σ⊗AA(∞) is the natural isomorphism

ς∗A(∞) (M(1)σ ⊗A A(∞)) ∼−→ M(1)σ ⊗A A(∞).

We note first that ς∗A(∞)
: A(∞)→ A(∞) induces ring homomorphisms

ς∗C∞[[t−θ]] : C∞[[t− θ]]→ C∞[[t− θq−1
]] and ς∗C∞[[t−θq ]] : C∞[[t− θq]]→ C∞[[t− θ]].

Lemma 4.1.29 (Cf. [BH07a, Prop. 3.4]). There is a well-defined map

ψ :
(

M(∞) = M⊗C∞[t] A(∞)
σM(∞) = σM ⊗ idA(∞)

)
→
(

M(1)σ ⊗A A(∞)
σM(1)σ⊗AA(∞)

)
.
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Proof. Suppose that m := (m1, . . . ,mr)tr is a C∞[t]-basis for M and Φ =
∑∞

i=0 φ(i)t
i ∈

Matr×r(C∞{t}), with φ(i) ∈ Matr×r(C∞), represents σM(∞) on Mat1×r(C∞{t}) ∼= M(∞).
By Proposition 2.5.8 there is a rigid analytic trivialization Ψ ∈ GLr(C∞〈t〉) of Φ such that
Ψ(−1) = ΦΨ and the vector Ψ−1m comprises an Fq[t]-basis for M(1)σ.

We write Ψ =
∑∞

n=0 ψ(n)t
n ∈ Matr×r(C∞〈t〉) with ψ(n) ∈ Matr×r(C∞). Because Ψ =

Φ(1)Ψ(1), for n ≥ 0 the nth coefficient is

ψ(n) = φ
(1)
(0)ψ

(1)
(n) + g(n) with g(n) :=

n∑
i=1

φ
(1)
(i)ψ

(1)
(n−i).

Pick α ∈ C∞ such that |α| > 1 and consider the affinoid covering {Sp C∞〈 tαj 〉}}, j ∈ N, which
is an admissible covering of A1,rig

C∞ . Hence, it suffices to show that Ψ ∈ Matr×r(C∞〈 tαj 〉) to
see that Ψ ∈ Matr×r(C∞{t}).

Put β := αj+1 for an arbitrary j ∈ N. We want to show that |ψ(n)||β|n is bounded since
then limn→∞ |ψ(n)||αj |n = 0, as desired.

Since Φ(1) ∈ Matr×r(C∞{t}) and Ψ ∈ Matr×r(C∞〈t〉), we have zero sequences

lim
i→∞
|φ(1)

(i) ||β|
i = 0 and lim

n→∞
|ψ(n)| = 0.

Hence, there is an N ∈ N such that for all n > N and i ∈ {0, . . . , n}

|φ(1)
(i) ||β|

i|ψ(n−i)|q−1 ≤ 1
2
.

For i = 0 we have
|ψ(n) − g(n)| = |φ(1)

(0)ψ
(1)
(n)| ≤

1
2
|ψ(n)| < |ψ(n)|

and thus |ψ(n)| = |g(n)| ≤ maxi=1,...,n{|φ(1)
(i)ψ

(1)
(n−i)|}. This gives us

|ψ(n)||β|n ≤ |β|n max
i=1,...,n

{|φ(1)
(i)ψ

(1)
(n−i)|} ≤ max

i=1,...,n
{|φ(1)

(i) ||β|
i|ψ(n−i)|q−1|β|n−i|ψ(n−i)|}

≤ 1
2

max
i=1,...,n

{|β|n−i|ψ(n−i)|}.

Therefore, Ψ ∈ GLr(C∞〈t〉) ∩Matr×r(C∞{t}) and we may define

ψ : M⊗C∞[t] A(∞)→ M(1)σ ⊗A A(∞), mi ⊗ a 7→ Ψ−1mi ⊗ a.

Lemma 4.1.30. The cokernel of ψ, defined as above, is supported at t = θq
i
, i > 0. In

particular,

M(1)σ ⊗A C∞〈
t

θ
〉 ∼= M⊗C∞[t] C∞〈

t

θ
〉 and M(1)σ ⊗A C∞[[t− θ]] ∼= M⊗C∞[t] C∞[[t− θ]].

Proof. Assume to the contrary, that supp(coker(ψ)) is not equal to {θqi | i > 0}. Note that
σM(1)σ⊗AA(∞) : ς∗A(∞) (M(1)σ ⊗A A(∞)) ∼→ M(1)σ ⊗A A(∞) induces a map

ς∗C∞[[t−t0]]

(
M(1)σ ⊗A A(∞)

M(∞)
⊗A(∞) C∞[[t− t0]]

)
→ M(1)σ ⊗A A(∞)

M(∞)
⊗A(∞) C∞[[t− t0]],
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which by abuse of notation we also denote by σM(1)σ⊗AA(∞). Since the cokernel of σM(∞) is
supported at t = θ, we have

σM(∞)

(
ς∗A(∞)M(∞)

)
⊗A(∞) C∞[[t− tq−1

0 ]] ∼= M(∞)⊗A(∞) C∞[[t− tq−1

0 ]]

if tq
−1

0 6= θ. This provides

σM(1)σ⊗AA(∞)

(
ς∗C∞[[t−t0]]

(
M(1)σ ⊗A A(∞)

M(∞)
⊗A(∞) C∞[[t− t0]]

))
w

=
σM(1)σ⊗AA(∞)

(
ς∗A(∞) (M(1)σ ⊗A A(∞))

)
σM(∞)

(
ς∗A(∞)M(∞)

) ⊗A(∞) C∞[[t− tq−1

0 ]]

∼= M(1)σ ⊗A A(∞)
M(∞)

⊗A(∞) C∞[[t− tq−1

0 ]].

That is, if t0 ∈ supp(coker(ψ)) and tq
−1

0 6= θ, then tq
−1

0 is also contained in the support of
coker(ψ)). We assume that t0 6= θq

i
for i > 0 so that we may iterate this argument. This

provides {tq−i0 | i > 0} ⊆ supp(coker(ψ)). Because M is rigid analytically trivial we have
M(1)σ ⊗A A(1) ∼= M ⊗C∞[t] A(1) and thus |t0| > 1. Hence, |t0|q−i → 1 for i → ∞ and 1

is a limit point of {tq−i0 | i > 0} ⊆ supp(coker(ψ)). This contradicts that supp(coker(ψ)) is
discrete and proves that coker(ψ) is supported at t = θq

i
, i > 0.

Moreover, we have

ς∗C∞[[t−θq ]]
(
M(∞)⊗A(∞) C∞[[t− θq]]

)
= ς∗A(∞)M(∞)⊗A(∞) C∞[[t− θ]]

σM(∞)⊗id

↪−−−−−→ M(∞)⊗A(∞) C∞[[t− θ]].

Recall that (F rig
M , σFrig

M
) is the rigid σ-sheaf over A(∞) on Sp k associated with M such that

M(∞) = Γ(A(∞),F rig
M ) and σM(∞) is the induced A(∞)-homomorphism on global sections.

For j ≥ 1 we denote the global sections of the pullback (ς∗A(∞))
jF rig

M by (ς∗A(∞))
jM(∞) and

the induced A(∞)-homomorphisms by σ(ς∗
A(∞)

)jM(∞). Then we can picture the relations of

the corresponding rigid σ-sheaves over A(∞) on Sp C∞ at t = θq
i
, i ∈ Z, as follows:

M(1)σ ⊗A A(∞)

(ς∗)2M(∞) ς∗M(∞) M(∞)

t = θ
1

q2 t = θ
1
q t = θ .

We are now able to show that the two short exact sequences

0 −→ qH −→ pH −→ T0E −→ 0

and

0→ σM(ς∗M)⊗C∞[t] C∞[[t− θ]]→ M⊗C∞[t] C∞[[t− θ]]→ cokerσM ⊗C∞[t] C∞[[t− θ]]→ 0
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are isomorphic. From Lemma 4.1.30 and Corollary 4.1.24, we know that

M⊗C∞[t] C∞[[t− θ]] ∼= M(1)σ ⊗A C∞[[t− θ]] ∼= (ΛE ⊗A Q)⊗Q C∞[[z − ζ]] = pH

holds. Further,

cokerσM ⊗C∞[t] C∞[[t− θ]] = cokerσM ⊗C∞[t] C∞[[t− θ]]/(t− θ)d

= cokerσM ⊗C∞[t] C∞[t]/(t− θ)d
= cokerσM ⊗C∞[t] C∞[t]
= cokerσM

∼= T0E

by the condition (t− θ)d cokerσM = 0 and Lemma 4.1.5. The two sequences are thus isomor-
phic and hence

qH ∼= σM(ς∗M)⊗C∞[t] C∞[[t− θ]] ⊆ M⊗C∞[t] C∞[[t− θ]] ∼= pH .

Observe that we have (z − ζ)dpH ⊆ qH .

Definition 4.1.31. (i) We define D : PRDA I
+ →HodgeQ to be the fully faithful functor

that sends a pure rigid analytically trivial dual Anderson A-motive M = (M, σM) of
rank r, dimension d and weight l

n over C∞ to the Q-Hodge-Pink structure of rank r with
underlying Q-vector space H := M(1)σ⊗AQ and lattice qH := σM(ς∗M)⊗C∞[t]C∞[[t−θ]]
that is pure of weight −d

r .

(ii) Let M be a pure rigid analytically trivial dual Anderson A-motive of positive rank and
dimension over k ⊂ C∞. We call the Hodge-Pink group of D(M) the Hodge-Pink group
of M and denote it by GM.

We observe that the functors D and H ◦ E are isomorphic by construction.
Remark 4.1.32 (Cf. [Gos94, §2.6]). Let H := (H,W, qH) := D(M) be the pure Q-Hodge-
Pink structure associated with a pure rigid analytically trivial dual Anderson A-motive M =
(M, σM) over C∞. Recall that HC∞ = pH/(z − ζ)pH ∼= M/(t − θ)M and the Hodge-Pink
filtration F = (F iHC∞)i∈Z of HC∞ is given by

F iHC∞ := image of pH ∩ (z − ζ)iqH in HC∞ for all i ∈ Z.

By the definition of the functor D, we have HC∞
∼= M/(t− θ)M and

F iHC∞
∼= image of M ∩ (t− θ)iσM(ς∗M) in M/(t− θ)M for all i ∈ Z.

As we will see in Remark 5.2.3, HomC∞(M/(t−θ)M,C∞ dt) admits interpretation as the first
de Rham cohomology group of M.

Motivated by this, we put

H1
DR(M,C∞) := HomC∞(M/(t− θ)M,C∞ dt).

Consider the decreasing filtration of M/(t− θ)M
F iM/(t− θ)M := image of M ∩ (t− θ)iσM(ς∗M) in M/(t− θ)M for all i ∈ Z.

Similarly to the induced filtration of the dual space (Definition 3.1.2), the de Rham filtration
of M is defined to be

F iH1
DR(M,C∞) := {m ∈ M/(t− θ)M→ C∞ dt | ∀j < i : m|F−jM/(t−θ)M = 0}.

Observe that we have FnH1
DR(M,C∞) = 0 for n > d since

F−dM/(t− θ)M = M/(t− θ)M and F 1M/(t− θ)M = 0.
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4.1.5 Construction of µ

Suppose M = (M, σM) be a pure rigid analytically trivial dual Anderson A-motive of rank r,
dimension d and weight l

n over C∞ in PRDA I
+. Let H = (H,W, qH) be the associated pure

Q-Hodge-Pink structure and P = (M, 0) be the associated pure dual t-motive. Our goal is
to construct a homomorphism µ of Q-group schemes from the Hodge-Pink group GM to the
Galois group ΓM. In order to do this, we define a functor

T : PT →HodgeQ, M(i) 7→ D(M)⊗D(C)−i

that satisfies D(N) ∼= T (P(N)) for any pure rigid analytically trivial dual Anderson A-motive
N over C∞.

We want to show that the functors $ ◦ T and ω′ are isomorphic so that the following
diagram “commutes”:

PRDA I
+
P ′ //

D %%LLLLLLLLLL
PT ′

T
��

ω′

$$IIIIIIIIII
R // PT

ω

��
HodgeQ

$ //VecQ.

Lemma 4.1.33. There is a functorial isomorphism η between the functors $ ◦ T : PT ′ →
VecQ and ω′ = ω ◦ R : PT ′ →VecQ.

Proof. For each pure dual t-motives M(i) ∈ Ob(PT ′) we want to define an isomorphism
ηM(i) : ($ ◦ T )(M(i)) ∼→ (ω′)(M(i)) so that there is a commutative diagram

ω′(M(i))
ηM(i)//

ω′(f)
��

($ ◦ T )(M(i))

($◦T )(f)

��
ω′(N(j))

ηN(j)// ($ ◦ T )(N(j))

for all homomorphisms f : M(i)→ N(j) of pure dual t-motives M(i),N(j) ∈ Ob(PT ′). For
an arbitrary pure dual t-motive M(i), we have

ω′(M(i)) = ω(P(M)⊗ ω(P(C)i) and $(T (M(i))) = $(D(M))⊗$(D(C)i)

Thus it suffices to prove that the functors ω ◦ P ∼= ω ◦ R ◦ P ′ and $ ◦ D are isomorphic.
To see this, let M = (M, σM) be an arbitrary pure rigid analytically trivial dual Anderson

A-motive of rank r over C∞ and P = (P, σP ) its associated pure dual t-motive in PT .
Suppose that Φm represents σM with respect to a C∞[t]-basis m ∈ Matr×1(M) for M. We
tensor the entries of m with Q so that we obtain a C∞(t)-basis p ∈ Matr×1(P ) for P and
Φp := Φm represents σP with respect to the basis p. Furthermore, a rigid trivialization
Ψm of Φm also provides a rigid trivialization of Φp. By Proposition 2.5.8 we find that
(ω◦P)(M) = ω(P ) = P (1)σ ∼= M(1)σ⊗AQ holds. Further we have ($◦D)(M) = M(1)σ⊗AQ
by definition. Then there is a canonical isomorphism ηM : P (1)σ → M(1)σ⊗AQ such that for
any homomorphism f : M → N of dual Anderson A-motives commutativity of the following
diagram follows automatically:

(ω ◦ P)(M)
ηM //

(ω◦P)(f)
��

($ ◦ D)(M)

($◦D)(f)
��

(ω ◦ P)(N)
ηN // ($ ◦ D)(N).
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Hence, the functors $ ◦ T and ω′ = ω ◦ R are isomorphic.

Consider now an arbitrary pure dual t-motive P over C∞. We denote the restriction of T
to 〈〈P 〉〉 by TP : 〈〈P 〉〉 → 〈〈T (P )〉〉. This is well-defined since T is an exact tensor functor.

Corollary 4.1.34. Let P be a pure dual t-motive over C∞. Then there is a functorial
isomorphism η′ between the functors $T (P ) ◦ TP : 〈〈P 〉〉 →VecQ and ω′P = ωP ◦RP : 〈〈P 〉〉 →
VecQ.

From Lemma 1.2.14 follows the existence of the desired map between the Galois group and
Hodge-Pink group of a pure dual t-motive over C∞.

Corollary 4.1.35. Let P be a pure dual t-motive over C∞. There is a unique Q-group
scheme homomorphism µ : GT (P ) → ΓP such that TP ∼= ωµ :RepQ(ΓP )→RepQ(GT (P )).

4.2 Equality of the Hodge-Pink group and the Galois group

We consider a pure dual t-motive P over C∞ together with its associated pure Q-Hodge-Pink
structure H := T (P ). We then prove the Hodge conjecture for function fields, that is, the Q-
group scheme homomorphism µ : GH → ΓP defined in the previous section is an isomorphism.
By Tannakian duality, the Tannakian categories 〈〈P 〉〉 and 〈〈H〉〉 generated, respectively, by
the pure dual t-motive P and the pure Q-Hodge-Pink structure H, are equivalent.

We proceed by showing that µ is faithfully flat and a closed immersion. The latter is easily
seen (Proposition 4.2.17), but the proof of the former assertion requires some preparatory
work. In the first subsection, we define F -modules following Hartl in [Har10]. We may then
associate an F -module Ṁ over Ḋ∞C∞ with a pure dual Anderson A-motive over C∞. Next we
assign a pair of F -modules (Ṁ ′, Ṅ ′) over Ḋ∞C∞ to a pure strict sub-Q-Hodge-Pink structure
H ′ in 〈〈H〉〉. Through the classification of corresponding σ-bundles studied in [HP04], we
show that Ṁ ′ is a sub-F -module of Ṁ . With the help of the rigid analytic GAGA principle,
we associate a pure rigid analytically trivial dual Anderson sub-A-motive M′ over C∞ with
H ′ such that D(M′) = H ′.

Combining this and Proposition 1.2.15 (i), we prove that µ is faithfully flat. This yields
the Hodge conjecture for function fields.

4.2.1 F -Modules

F -modules were studied by Hartl in [Har10] where they were called σ-modules whose un-
derlying map σ, in their notation, corresponds to our map F . Of importance to us is that
F -modules over specific “coefficient rings” admit a classification. Through this we put the
F -modules, which we associate with dual Anderson A-motives and sub-Q-Hodge-Pink struc-
tures, in relation. We first fix notation and afterwards state the definitions and results we
need later. We refer the reader for more details on F -modules and their classification to
[Har10] and [HP04], respectively.

Consider the ring of formal power series Fq[[ζ]] over Fq in the indeterminant ζ and its field
of fractions, the field of formal Laurent series Fq((ζ)) over Fq in ζ. Let R be a valuation ring
of Krull dimension one that contains Fq[[ζ]] and is complete and separated with respect to
the ζ-adic topology. Let L be the fraction field of R and L be the completion of an algebraic
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closure of L, which is automatically algebraically closed by [Gos96, Prop. 2.1].1 Further, let
L[[z]] denote the ring of formal power series in z and L[[z]][z−1] be the ring of Laurent series
in z with finite principal part. We let n and n′ be rational numbers such that n′ ≥ n > 0 and
define the coefficient ring of an F -module R to be one of the following L-algebras introduced
in Section 1.3:

D(ζn)∞L := L〈 z
ζn
〉 = {

∞∑
i=0

αiz
i ∈ L[[z]] : lim

i→∞
|αiζni| = 0},

L〈 z
ζn
〉[z−1] := {

∞∑
i�−∞

αiz
i ∈ L[[z]][z−1] : lim

i→∞
|αiζni| = 0},

A(ζn, ζn
′
)∞L := L〈 z

ζn
,
ζn
′

z
〉 = {

∑
i∈Z

αiz
i : lim

i→∞
|αiζni| = 0, lim

i→−∞
|αiζn

′i| = 0},

Ḋ(ζn)∞L := L〈 z
ζn
, z−1} = {

∑
i∈Z

αiz
i : lim

i→±∞
|αiζn

′i| = 0 for all n′ ≥ n},

Ḋ∞L := L{z, z−1} = {
∑
i∈Z

αiz
i : lim

i→±∞
|αiζni| = 0 for all n > 0}.

The corresponding rigid L-spaces to D(ζn)∞L , A(ζn, ζn
′
)∞L , Ḋ(ζn)∞L , and Ḋ∞L are

D(ζn)∞
L

:= SpD(ζn)∞L = {x ∈ L : |x| ≤ |ζ|n}
= the disk centered at z = 0 with radius |ζ|n,

A(ζn, ζn
′
)∞
L

= SpA(ζn, ζn
′
)∞L = {x ∈ L : |ζ|n′ ≤ |x| ≤ |ζ|n}

= the annulus centered at z = 0 with inner radius |ζ|n′ and outer radius |ζ|n,
Ḋ(ζn)∞

L
:= Sp Ḋ(ζn)∞L = {x ∈ L : 0 < |x| ≤ |ζ|n}
= the punctured disk centered at z = 0 with radius |ζ|n,

Ḋ∞
L

:= Sp Ḋ∞L = {x ∈ L : 0 < |x| < 1}
= the punctured unit disk centered at z = 0,

respectively.
Set F := Frobq,SpL and extend the induced map F ∗ = Frobq,L : L → L, α 7→ αq, to a

homomorphism

F ∗

( ∞∑
i=−∞

αiz
i

)
:=

∞∑
i=−∞

αqi z
i,

by mapping z to itself. Let R be one of the coefficient rings and denote its image under
F ∗ by RF ∗ . Note, we then have (D(ζn)∞L )F

∗
= F ∗(D(ζn)∞L ) = D(ζqn)∞L and similarly for

L〈 zζn 〉[z−1] and Ḋ(ζn)∞L . We further set

(A(ζn, ζn
′
)∞L )

F ∗
:= A(ζn, ζqn

′
)∞L ⊃ A(ζqn, ζqn

′
)∞L = F ∗(A(ζn, ζn

′
)∞L )

if n′ ≥ qn and (Ḋ∞L )
F ∗ := Ḋ∞L .

Let R be one of the coefficient rings. Then there is a natural inclusion ι : R → RF ∗ , which
sends an f ∈ R ⊆ RF ∗ to itself.

1 In the next subsections, when A = Fq[t] we let z = 1
t

be a local parameter at ∞ of C and set ζ = 1
θ
. Then

(L, γ) with γ : A ↪→ Q∞ → L, t 7→ θ, is an A-field and we may relate F -modules and pure dual Anderson
A-motives over L = C∞.
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Definition 4.2.1 ([Har10, Def. 1.2.1]). Let R be either D(ζn)∞L , L〈 zζn 〉[z−1] or A(ζn, ζn
′
)∞L ,

and r an integer. If M is an R-module, we denote F ∗M := M ⊗R,F ∗ RF
∗

and ι∗M :=
M ⊗R,ι RF

∗
.

(i) An F -module M of rank r over R is a pair (M, τM ), where M is a locally free coherent
R-module M of rank r and τM : F ∗M → ι∗M is an isomorphism of RF ∗-modules.

(ii) A homomorphism f : M → N of R-modules is a morphism between two F -modules
M = (M, τM ) and N = (N, τN ) over R if it satisfies τN ◦ F ∗f = ι∗f ◦ τM .

(iii) We define the tensor product M ⊗N of two F -modules M = (M, τM ) and N = (N, τN )
over R to be the pair M ⊗R N together with the isomorphism τM⊗N := τM ⊗ τN and
similarly for n ≥ 1 the symmetric power SymnM and the alternating power

∧nM of
an F -module M .

(iv) The inner hom Hom(M,N) of two F -modules M and N is

Hom(M,N) := (Hom(M,N), τHom(M,N)) with τHom(M,N)(F
∗f) := τN ◦ F ∗f ◦ τ−1

M .

The F -module 1R := (1R, τ1R) over R consisting of R itself and idRF∗ : RF ∗ ∼→ RF ∗ is
a unit object with respect to the tensor product, so that the dual M∨ of an F -module
M over R is given by Hom(M,1R).

We denote the additive rigid tensor category of F -modules over R by FR and the abelian
group of all morphisms of F -modules from M to N by HomFR(M,N), for M, N ∈ Ob(FR).

For the definition of F -modules over Ḋ(ζn)∞L and Ḋ∞L , we work with sheaves on the
rigid spaces Ḋ(ζn)∞

L
and Ḋ∞

L
, respectively. One could define F -modules over D(ζn)∞L and

A(ζn, ζn
′
)∞L in the same way.

Definition 4.2.2 ([Har10, Def. 1.2.2]). Let R be either Ḋ(ζn)∞L or Ḋ∞L , and r an integer.
By abuse of notation, we denote the map SpR → SpR that sends an x ∈ SpR ⊆ L to xq

−1

by F also.

(i) An F -module M of rank r over R is a pair (M, τM ) where M is a locally free coherent
sheaf M of OSpR-modules of rank r on SpR and τM : F ∗M ∼→ ι∗M is an OSpRF∗ -
module homomorphism.

(ii) An OSpR-module homomorphism f : M → M is a morphism between two F -modules
M = (M, τM ) and N = (N, τN ) over R if it satisfies τN ◦ F ∗f = ι∗f ◦ τM .

(iii) We define the tensor product M ⊗N of two F -modules M = (M, τM ) and N = (N, τN )
over R to be the pair M ⊗OSpR N together with the isomorphism τM⊗N := τM ⊗ τN
and similarly for n ≥ 1 the symmetric power SymnM and the alternating power

∧nM
of an F -module M .

(iv) The inner hom Hom(M,N) of two F -modules M and N is the inner hom Hom(M,N)
of the locally free sheaves M and N of OSpR-modules together with the OSpRF∗ -module
homomorphism

τHom(M,N) : F ∗Hom(M,N) ∼→ ι∗Hom(M,N), F ∗f 7→ τN ◦ F ∗f ◦ τ−1
M .

The F -module 1R := (1R, τ1R) over R consisting of the structure sheaf OSpR and
idO

SpRF∗
: OSpRF∗

∼→ OSpRF∗ is a unit object with respect to the tensor product, so
that the dual M∨ of an F -module M over R is given by setting M∨ := Hom(M,1R).
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We denote the additive rigid tensor category of F -modules over R by FR and the abelian
group of all morphisms of F -modules from M to N by HomFR(M,N) for M, N ∈ Ob(FR).

By abuse of notation we will denote the isomorphism τM : F ∗M → ι∗M underlying an
F -module (M, τM ) by τM : F ∗M →M .

Note that one can also define F -modules over Ḋ(ζn)∞L , Ḋ∞L , D(ζn)∞L and A(ζn, ζn
′
)∞L

as smooth locally free rigid analytic σ-sheaves since the underlying homomorphism is an
isomorphism. We preferred to be consistent with the terminology of [Har10] for clarity and
include the definition of F -modules over L〈 zζn 〉[z−1].

Example 4.2.3. We assume that z is invertible and let d be an arbitrary integer.

(i) If R is either L〈 zζn 〉[z−1] or A(ζn, ζn
′
)∞L , we define the F -module O(d) of rank 1 over

R to be
O(d) := (O(d), τO(d)) := (R, z−dF ∗).

(ii) Correspondingly, if R is either Ḋ(ζn)∞L or Ḋ∞L , we define the F -module O(d) of rank 1
over R to be

O(d) := (O(d), τO(d)) := (OSpR, z
−dF ).

We are particularly interested in F -modules over Ḋ∞
L

, which we associate with pure rigid
analytically trivial dual Anderson A-motives over L and sub-Q-Hodge-Pink-structures. Hartl
and Pink introduced the corresponding σ-bundles in [HP04]. From [Har10, Prop. 1.4.1] it
follows that the categories FḊ(ζn)∞

L

and FḊ∞
L

are equivalent, so that we also may carry

definitions and results stated in [HP04] over to F -modules over Ḋ(ζn)∞
L

, as done by Hartl
in [Har10, §1]. In the following, we let R be either Ḋ(ζn)∞

L
or Ḋ∞

L
. We deduce now the

properties of F -modules over R, which we need later.

Corollary 4.2.4 ([HP04, Cor. 5.4]). Every F -module of rank 1 over R is isomorphic to
O(d) for a unique integer d.

Let M be an F -module of rank r over R. Then there is by the previous corollary a unique
integer d such that

∧rM ∼= O(d). We then say that M is of degree d and, if r ∈ N>0, of
weight wt(M) := d

r .
Further we say that a non-zero F -module M of positive rank r over R is semi-stable if

wt(N) ≤ wt(M) for all non-zero sub-F -modules N over R and stable if wt(N) < wt(M) for
all proper non-zero sub-F -modules N over R.

In order to obtain a similar assertion as in the last corollary for an F -module of positive
rank r and degree d over R, we have to define the pullback of an F -module over R.

Definition 4.2.5 ([HP04, §7]). Let r be a positive integer and consider the morphism [r] :
SpR → SpR, x 7→ xr, that induces

[r]∗ : R → R,
∑
i

αiz
i 7→

∑
i

αjz
ri.

(i) We define the pullback [r]∗M of an F -module M = (M, τM ) over R to be the pullback
[r]∗M together with the induced isomorphism

F ∗([r]∗M) = [r]∗(F ∗M)
[r]∗τM−→ [r]∗M.
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(ii) The pushforward [r]∗M of an F -module M = (M, τM ) over R is the pushforward [r]∗M
together with the induced isomorphism

F ∗([r]∗M) = [r]∗(F ∗M)
[r]∗τM−→ [r]∗M.

We are now ready to give the basic example of F -modules over R. These are also called
building blocks since the classification of an arbitrary F -module of positive rank r and degree
d over R provides a decomposition into a direct sum of such building blocks by [HP04, Thm.
11.1].

Example 4.2.6 ([HP04, §8]). For every pair (d, r) of relatively prime integers r, d with
r > 0, we define the F -module Ṁd,r := (Ṁd,r, τṀd,r

) over R to be the pullback [r]∗O(d) of

O(d) that is a semi-stable F -module of rank r and weight d
r over R by [HP04, Prop. 7.6].

We can choose a basis such that Ṁd,r
∼= O⊕rSpR, so that we can represent τṀd,r

: Ṁd,r → Ṁd,r

with respect to this basis as the isomorphism F ∗O⊕rSpR
∼→ O⊕rSpR followed by multiplication

by Ad,r, with

Ad,r =


0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1
z−d 0 · · · · · · 0

 ∈ GLr(OSpR).

We then get the desired classification of F -modules over R as follows:

Theorem 4.2.7 ([HP04, Thm. 11.1]). Every F -module over R is isomorphic to one of the
form ⊕ki=1Ṁdi,ri, where di, ri are integers such that ri > 0 and gcd(di, ri) = 1 for i = 1, . . . , k.

4.2.2 From dual Anderson A-motives to F -modules

Let us now define a functor Ḟ from the category PDA I of pure dual Anderson A-motives
up to isogeny over C∞ to the category FḊ∞C∞

of F -modules over Ḋ∞C∞ by assigning such an

F -module over Ḋ∞C∞ with a pure dual Anderson A-motive M over C∞.
Suppose M = (M, σM) is a pure dual Anderson A-motive of rank r, dimension d and

weight l
n . By definition of purity there is a locally free sheaf M of rank r on P1

C∞ such that
Γ(A1

C∞ ,M|A1
C∞

) = M and

σnM := σM ◦ ς∗(σM) ◦ . . . ◦ (ς∗)n−1σM : (ς∗)nM→ M

induces an isomorphism
(ς∗)nM∞C∞ →M(l · ∞C∞)∞C∞

of the stalks of M at ∞C∞ . By definition, we have supp(cokerσM) = θ, so that

supp(cokerσnM) = {t = θq
−i | i = 0, . . . n− 1},

and σnM : (ς∗)nM → M(l · ∞C∞) is an isomorphism on P1
C∞ \ {t = θq

−i | i = 0, . . . n − 1}.
Hence, by allowing a pole at z = 0, σM induces an isomorphism

ς∗M⊗C∞[t] C∞〈
z

ζqn
〉[z−1] ∼→ M⊗C∞[t] C∞〈

z

ζqn
〉[z−1],
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where z := 1
t is a local parameter at ∞C∞ . We apply (ς∗)−1 = F ∗ to its inverse and obtain

an isomorphism τM : F ∗M ∼→ M where we define M to be the locally free coherent sheaf of
OSp C∞〈 z

ζq
n 〉[z−1]-modules with global sections

M⊗C∞[t] C∞〈
z

ζqn
〉[z−1].

We call (M, τM ) the F -module over C∞〈 z
ζqn
〉[z−1] associated with M. Further, let Ṁ be

the corresponding F -module over Ḋ∞C∞ by [Har10, Prop. 1.4.1].

Definition 4.2.8. We let Ḟ : PDA I → FḊ∞C∞
be the functor that sends a pure dual

Anderson A-motive M over C∞ to the F -module Ṁ over Ḋ∞C∞ as defined above.

The purity condition gives us additional information at∞C∞ that amounts to the following
assertion on the classification of Ṁ .

Proposition 4.2.9. Let M be a pure dual Anderson A-motive of rank r, dimension d and
weight l

n over C∞ with gcd(l, n) = 1. Then Ṁ := Ḟ(M) is isomorphic to Ṁ
⊕r/n
−l,n .

Proof. Suppose Ṁ = (Ṁ, τṀ ). By Theorem 4.2.7 there is a decomposition into a direct sum
⊕mi=1Ṁdi,ri with integers di, ri such that ri > 0 and gcd(di, ri) = 1 for i = 1, . . . ,m.

Recall, we represent the isomorphism τṀdi,ri
underlying Ṁdi,ri by choosing a suitable basis

for Ṁ as the isomorphism F ∗O⊕ri
Ḋ∞C∞

∼→ O⊕ri
Ḋ∞C∞

followed by multiplication by Adi,ri , where

Adi,ri =


0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1
z−di 0 · · · · · · 0

 ∈ GLri(OḊ∞C∞
).

Notice that Aridi,ri = z−di · 1ri where 1ri denotes the identity matrix with ri columns and ri

rows. Observe that by the purity condition, Ṁ extends to a locally free coherent sheaf Ṁ of
rank r over D∞C∞ , with τṀ : F ∗Ṁ → Ṁ, such that

τn
Ṁ

:= τṀ ◦ F ∗(τṀ ) ◦ . . . ◦ (F ∗)n−1(τṀ ) : (F ∗)nṀ → Ṁ

induces an isomorphism

τnṀ : (F ∗)nṀ∞C∞
∼→ Ṁ(−l · ∞)∞C∞

of the stalks of Ṁ at∞C∞ . We can balance out the pole of degree −l at∞C∞ by multiplying
τnṀ with z−l. Thus (z−lτnṀ)ri extends to a well-defined isomorphism (F ∗)nriṀ ∼→ Ṁ at
∞C∞ , implying the same for

(z−lτn
Ṁdi,ri

)ri = z−lri(τ ri
Ṁdi,ri

)n = z−lriz−ndi = z−lri−ndi for i = 1, . . . ,m.

Therefore the exponent −lri−ndi must be equal to zero. Since gcd(di, ri) = 1 and ri > 0 we
conclude that di = −l and ri = n for i = 1, . . . ,m. As the ranks of Ṁ and Ṁ−l,n are r and

n, respectively, we obtain the desired decomposition Ṁ ∼= Ṁ
⊕r/n
−l,n .
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4.2.3 From sub-Q-Hodge-Pink structures to dual Anderson sub-A-motives

Clearly there are pure Q-Hodge-Pink structures that do not come from pure rigid analytically
trivial dual Anderson A-motives over C∞. In this subsection, we fix such a dual Anderson
A-motive M ∈ Ob(PRDA I

+) of rank r, dimension d and weight l
n over C∞ and denote its

associated pure Q-Hodge-Pink structure D(M) by H. We prove that in the special case that
H ′ is a strict pure sub-Q-Hodge-Pink structure of H of weight d′

r′ in the Tannakian category
〈〈H〉〉 generated by H, there is a pure rigid analytically trivial dual sub-Anderson A-motive
M′ of rank r′, dimension d′ and weight d′

r′ such that D(M′) = H ′.
We assume without loss of generality that (H ′,W ′, qH′) = H ′ ⊆ H := (H,W, qH) is a pure

sub-Q-Hodge-Pink structure of rank r′ and weight d′

r′ . The σ-invariants of the desired dual
Anderson A-motive M′ must be M′(1)σ := H ′ ∩ M(1)σ. This definition makes sense since
if {m1, . . . ,mr} generates M(1)σ as an A-module, {m1, . . . ,mr} is a Q-basis for H. So if a
subset of {m1, . . . ,mr} generates M′(1)σ = H ′ ∩M(1)σ as an A-module, it also provides an
Q-basis for H ′.

Denote the rigid σ-sheaf over A(∞) on Sp C∞ obtained from the dual Anderson A-motive
M by F rig

M = (F rig
M , σFrig

M
). We first want to construct F rig

M′
as a rigid sub-σ-sheaf of F rig

M over
A(∞) on Sp C∞.

In order to do this, consider the locally free coherent sheaf Grig of OA1,rig
C∞

-modules of rank

r′ with global sections M′(1)σ ⊗A A(∞) together with the OA1,rig
C∞

-module homomorphism

σGrig := id⊗ς∗ : ς∗Grig → Grig, which defines a rigid σ-sheaf Grig of rank r′ over A(∞) on
Sp C∞. Moreover, we define an isomorphism

ηi := (σGrig ◦ . . . ◦ (ς∗)i−1σGrig)⊗ id : (ς∗)iGrig ⊗ C∞[[yi]][
1
yi

] ∼→ Grig ⊗ C∞[[yi]][
1
yi

]

with yi := z − ζqi . We put x :=
∏
i∈N

(
1− ζq

i

z

)
and let F rig

M′
be the OA1,rig

C∞
-submodule of

Grig[x−1] which coincides with Grig outside z = ζq
i
, i > 0, and at z = ζq

i
satisfies

F rig
M′
⊗ C∞[[z − ζqi ]] = η−1

i ((F ∗)i(qH′)) ⊆ η−1
i ((F ∗)i(pH′)) = Grig ⊗ C∞[[z − ζqi ]]

together with the OA1,rig
C∞

-module homomorphism σFrig

M′
: ς∗F rig

M′
→ F rig

M′
induced by σGrig .

Note σFrig

M′
is well-defined by construction. We have thus constructed a rigid sub-σ-sheaf

F rig
M′

:= (F rig
M′
, σFrig

M′
) of rank r′ over A(∞) on Sp C∞, as desired.

Definition 4.2.10. We call (F rig
M′
,Grig) the pair of rigid σ-sheaves over A(∞) on Sp C∞

associated with H ′.

We want to add the purity condition, and therefore extend F rig
M′

to a locally free coherent
sheaf M′rig of OP1,rig

C∞
-modules on all of P1,rig

C∞ such that

σnFrig

M′
:= σFrig

M′
◦ ς∗(σFrig

M′
) ◦ . . . ◦ (ς∗)n−1σFrig

M′
: (ς∗)nF rig

M′
→ F rig

M′

induces an isomorphism

σnM′rig : (ς∗)nM′rig
∞C∞ →M

′rig(l · ∞)∞C∞
:= (M′rig ⊗O

P1,rig
C∞

OP1,rig
C∞

(l · ∞))∞C∞
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of the stalks of M′rig at ∞C∞ . We then apply the rigid analytic GAGA principle twice to
find the desired dual Anderson sub-A-motive (M′, σM′).

In order to do this, we observe that σFrig

M′
induces an isomorphism of Ḋ(ζq

n
)∞C∞-modules

by construction. Applying F ∗ to this isomorphism, we obtain a Ḋ(ζq
n
)∞C∞-module homomor-

phism τM ′ : F ∗M ′ ∼→M ′, where we set

M ′ := Γ(A(∞),F rig
M′

)⊗A(∞) Ḋ(ζq
n
)∞C∞ .

We call (M ′, τM ′) the F -module over Ḋ(ζq
n
)∞C∞ associated with H ′. Let Ṁ ′ be the corre-

sponding F -module over Ḋ∞C∞ by [Har10, Prop. 1.4.1].
Similarly, we construct an F -module Ṅ ′ = (Ṅ ′, τṄ ′) over Ḋ∞C∞ from the rigid σ-sheaf Grig

over A(∞) on Sp C∞.

Definition 4.2.11. We call (Ṁ ′, Ṅ ′) the pair of F -modules over Ḋ∞C∞ associated with H ′.

Lemma 4.2.12. Let (Ṁ ′, Ṅ ′) be the pair of F -modules over Ḋ∞C∞ associated with H ′. Then

Ṁ ′ is isomorphic to Ṁ ′
⊕r′/n
−l,n .

Proof. From Theorem 4.2.7 we obtain Ṁ ′ ∼= ⊕mi=1Ṁ
′
d′i,r
′
i

with integers d′i, r
′
i such that r′i > 0

and gcd(d′i, r
′
i) = 1 for i = 1, . . . ,m.

Further, let Ṁ ∼= Ḟ(M) be the F -module over Ḋ∞C∞ associated with M, so that Ṁ ∼= Ṁ
⊕r/n
−l,n

by Proposition 4.2.9. From the assumption (M′(1)σ, qH′) ⊆ (M(1)σ, qH) it follows that Ṁ ′ is
a sub-F -module over Ḋ∞C∞ of M . Thus d′i ≤ − l

nr
′
i by [HP04, Prop. 8.5].

Since H ′ is supposed to be a strict subobject of H that is pure of weight d
r , d′

r′ = d
r must

be satisfied. By construction, Ṁ ′ ⊆ Ṅ ′ as Ḋ∞C∞-submodules of Ṅ ′[x−1]. Further,

(Ṅ ′/Ṁ ′)⊗Ḋ∞C∞ C∞[[z− ζ]] = M(1)σ⊗A C∞[[t− θ]]/qH′ = pH′/qH′ ∼=
m⊕
i=1

C∞[[z− ζ]]/(z− ζ)−wi

where w1 ≤ . . . ≤ wm are the Hodge-Pink weights. Thus Ṅ ′/Ṁ ′ is supported at z = ζq
i
, i ∈ Z,

and has length
∑m

i=1wi = d′. Since the rank of Ṁ ′ and Ṅ ′ is r′, we have an injection
i :
∧r′ Ṁ ′ ↪→ ∧r′ Ṅ ′ ∼= O(0) of sub-F -modules of rank 1 and therefore an isomorphism

(OḊ∞C∞/
r′∧
Ṁ ′)⊗Ḋ∞C∞ C∞[[z − ζ]] ∼=

r′∧
pH′/

r′∧
qH′ .

Hence,
∧r′ Ṁ

i
↪→ OḊ∞C∞ is the ideal sheaf of a F ∗-invariant divisor ∆ on Ḋ∞C∞ supported on

{z = ζq
i
, i ∈ Z} of length d′. Thus we see that for 1 ≤ k < qn

(OḊ∞C∞/
r′∧
Ṁ ′)⊗Ḋ∞C∞ OA(ζqn ,ζk)

is supported at z = ζ and we find that ζ ∈ Ḋ∞C∞ is a representative with multiplicity d′. By
[Har10, Prop. 1.4.4] there is a function fζ ∈ Ḋ∞C∞ that has only zeros of order one at ζq

i

for all i ∈ Z. Therefore, ∆ is also the divisor of fd
′
ζ so that multiplication by fd

′
ζ induces an

isomorphism

O(0) = OḊ∞C∞
∼→

r′∧
Ṁ ′ ⊆ O(0)
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of the underlying vector bundles. Since fd
′
ζ ∈ O(d′)τ (C∞), twisting with O(d′) gives us:

O(0) ∼→
r′∧
Ṁ ′(d′) ⊆ O(d′),

so that O(−d′) ∼=
∧r′ Ṁ ′. Therefore deg(Ṁ ′) = −d′. Then

−d′ = deg(Ṁ ′) =
∑

d′i ≤ −
∑

r′i ·
l

n
= −r′ · d

r
= −d′

By hypothesis gcd(d′i, r
′
i) = 1 and r′i > 0, so that di = −l and ri = n for all i. This proves

Ṁ ′ ∼= Ṁ ′
⊕r′/n
−l,n where r′ is the rank of Ṁ ′ by construction.

Proposition 4.2.13. Let M ∈ Ob(PRDA I
+) be a pure rigid analytically trivial Anderson

A-motive over C∞ of rank r, dimension d and weight l
n and H := D(M) its associated pure

Hodge-Pink structure. Suppose H ′ is a strict subobject of H in 〈〈H〉〉. Then there is a pure
rigid analytically trivial dual Anderson sub-A-motive M′ of rank r′, dimension d′ and weight
l
n such that D(M′) = H ′.

Proof. Let (Ṁ ′, Ṅ ′) be the pair of F -modules over Ḋ∞C∞ associated with H ′ such that we

have Ṁ ′ = (Ṁ ′, τṀ ′) ∼= Ṁ ′
⊕r′/n
−l,n by the previous lemma. We may apply ς∗ = (F ∗)−1 to the

inverse of τṀ ′ : F ∗Ṁ ′ ∼→ Ṁ ′ and extend Ṁ ′ to a locally free coherent sheaf M̃′ on D∞C∞
together with a homomorphism σM̃′ : ς∗M̃′ → M̃′(l · ∞C∞), which satisfies

σnM̃′ : (ς∗)nM̃′∞C∞
∼→ M̃′(l · ∞C∞)

at the stalks of M̃′ at ∞C∞ .
Further, let (F rig

M′
,Grig) be the pair of rigid σ-sheaves over A(∞) on Sp C∞ associated with

H ′. We glue F rig
M′

and M̃′ to a locally free coherent sheaf on all of P1,rig
C∞ that we denote byM′rig

and which satisfies M′rig ⊆ Mrig by construction. By Theorem 1.3.1, there is an algebraic
locally free coherent sheafM′ ⊆M on P1

C∞ and an algebraic homomorphism σM′ : ς∗M′ →
M′(l·∞C∞) that induces an isomorphism σnM′ : (ς∗)nM′∞C∞

∼→M′(l·∞C∞)∞C∞ of the stalks
at ∞C∞ . We consider the locally free coherent C∞[t]-module M′ := Γ(A1

C∞ ,M′|A1
C∞

) ⊆ M
together with the induced AC∞-homomorphism σM′ : ς∗M′ → M′, which exists by Theorem
1.3.1 (i). This gives us the desired dual sub-Anderson A-motive M′ = (M′, σM′) of M such
that D(M′) = H ′.

4.2.4 The map µ is an isomorphism

We fix a pure dual t-motive P of rank r and weight n
l over C∞. Let H := T (P ) be the

pure Q-Hodge-Pink structure assigned to P . Consider the Q-group scheme homomorphism
µ : GH → ΓP from the Hodge-Pink group of H to the Galois group of P that we constructed in
the previous section. We first prove that µ is faithfully flat through the equivalent conditions
from Proposition 1.2.15 (i). Next we show that µ is a closed immersion. As desired, we then
conclude that the Hodge-Pink group GH and the Galois group ΓP are isomorphic over Q.

Proposition 4.2.14. Let R be a pure dual t-motive in 〈〈P 〉〉. Then for each subobject H ′ of
T (R) in 〈〈H〉〉 there exists a pure dual sub-t-motive R′ of R such that H ′ = T (R′).
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Proof. Suppose R = (N, i) ∈ Ob(PT ′) so that H ′ is a subobject of

T (R) = D(N)⊗D(C)−i.

Hence, H ′ ⊗ D(C)i is a pure strict sub-Q-Hodge-Pink structure of D(N). By Proposition
4.2.13, there is a pure rigid analytically trivial dual Anderson sub-A-motive N′ of N such that
D(N′) = H ′ ⊗D(C)i. We put R′ := (N′, i) ⊂ (N, i) = N so then, as desired,

T (R′) = D(N′)⊗D(C)−i ∼= H ′ ⊆ D(N)⊗D(C)−i = T (R).

Proposition 4.2.15. The functor TP : 〈〈P 〉〉 → 〈〈H〉〉 is fully faithful.

Proof. Let M1(i1), and M2(i2) be pure dual t-motives in 〈〈P 〉〉. We want to show that to
each g ∈ HomQ(T (M1(i1)), T (M2(i2))) there is a unique f ∈ HomPT ′(M1(i1),M2(i2)). By
definition of the functor D we then find that the inner hom

T (Hom(M1(i1),M2(i2))) = T (Hom(M1,M2 ⊗ CN+i1−i2)(N))
= D(Hom(M1,M2 ⊗ CN+i1−i2))⊗D(C)−N

∼= Hom(D(M1),D(M2 ⊗ CN+i1−i2))⊗D(C)−N

∼= Hom(D(M1)⊗D(C)−i1 ,D(M2)⊗D(C)−i2)
∼= Hom(T (M1(i1)), T (M2(i2))),

with N chosen sufficiently large, satisfies by the adjunction formula (1.3):

HomQ(1Q,Hom(T (M1(i1)), T (M2(i2)))) ∼= HomQ(1Q ⊗ T (M1(i1)), T (M2(i2)))
∼= HomQ(T (M1(i1)), T (M2(i2))).

Then g ∈ HomQ(T (M1(i1)), T (M2(i2))) corresponds under these isomorphisms to a unique
strict subobject:

1Q ↪→ Hom(T (M1(i1)), T (M2(i2))) = T (Hom(M1(i1),M2(i2))), 1Q 7→ g.

Using Proposition 4.2.13, there is a pure rigid analytically trivial dual Anderson sub-A-motive

M′ ⊗ CN ↪→ Hom(M1,M2 ⊗ CN+i1−i2)

that satisfies D(M′⊗CN ) = D(M′)⊗D(CN ) = 1Q⊗D(C)N ↪→ D(Hom(M1,M2⊗CN+i1−i2)).
Then M′ = (M, σM) must be a dual Anderson A-motive of rank 1 with M′(1)σ = A such
that σM extends to an isomorphism on all of P1

C∞ . We let (F rig
M′
,Grig) be the pair of rigid

σ-sheaves over A(∞) on Sp C∞ associated with 1Q (Definition 4.2.10). Taking a closer
look at the construction of (F rig

M′
,Grig), we find that both F rig

M′
and Grig have global sections

M′(1)σ⊗AA(∞) and σFrig

M′
= σGrig holds because q1Q = p1Q . Since 1Q is pure of weight 0, we

may extend F rig
M′

to the locally free coherent sheaf OP1,rig
C∞

on P1,rig
C∞ together with the natural

isomorphism σO
P1,rig

C∞

: ς∗OP1,rig
C∞
→ OP1,rig

C∞
. Applying the rigid analytic GAGA principle to

OP1,rig
C∞

and σO
P1,rig

C∞

as in the proof of Proposition 4.2.13, we conclude that M′ coincides with

the pure dual Anderson A-motive 1Ak of weight 0.
By twisting with the dual Tate t-motive, we obtain a pure dual sub-t-motive

1Ak(0) ↪→ Hom(M1,M2 ⊗ CN+i1−i2)(N) = Hom(M1(i1),M2(i2))
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such that T (1Ak(0)) = 1Q ↪→ Hom(T (M1(i1)), T (M2(i2))). This corresponds under the
isomorphisms given by the adjunction formula:

HomPT ′(1Ak(0),Hom(M1(i1),M2(i2))) ∼= HomPT ′(1Ak(0)⊗M1(i1),M2(i2))
∼= HomPT ′(M1(i1),M2(i2))

to an f ∈ HomPT ′(M1(i1),M2(i2) such that T (f) = g.

By applying Proposition 1.2.15 (i) we get the following:

Corollary 4.2.16. The Q-group scheme homomorphism µ : GH → ΓP is faithfully flat.

Proposition 4.2.17. (i) There are closed immersions GH ⊆ CentGL($(H))(End(H)) and
ΓP ⊆ CentGL(ω(P ))(End(P )).

(ii) The Q-group scheme homomorphism µ : GH → ΓP is a closed immersion.

Proof. (i) Each g ∈ GH commutes with endomorphisms of H because the following dia-
gram is commutative for all f ∈ End(H):

$(H)
gH //

$(f)

��

$(H)

$(f)

��
$(H)

gH // $(H).

Similarly, each γ ∈ ΓP commutes with endomorphisms of P as for all f ∈ End(P ) there
is a commutative diagram:

ω(P )
γP //

ω(f)
��

ω(P )

ω(f)
��

ω(P )
γP // ω(P ).

(ii) By (i), we have that GH ⊆ CentGL($(H))(End(H)) is a closed Q-subgroup scheme of
GL($(H)). By Proposition 4.1.33 we have GL(ω(P )) ∼= GL($(H)) so that we may
also view ΓP ⊆ CentGL(ω(P ))(End(P )) as a closed Q-subgroup scheme of GL($(H)).
By the following commutative diagram

GH � s

%KKKKKKKKKK
µ // ΓPkK

yssssssssss

GL($(H)),

we see that µ must also be a closed immersion.

We observe that from Proposition 1.2.15 follows “surjectivity” of TP as follows.

Corollary 4.2.18. Every Hodge structure H ′ in 〈〈H〉〉 is isomorphic to a subquotient of an
object of the form TP (P ′), where P ′ is a pure dual t-motive in 〈〈P 〉〉.

Since µ is a closed immersion and faithfully flat, we may state our main result.

Theorem 4.2.19 (Hodge conjecture for function fields). Let P be a pure dual t-motive
over C∞ and H := T (P ) its associated Q-Hodge-Pink structure. Then the Q-group scheme
homomorphism µ : GH → ΓP is an isomorphism. Equivalently, TP : 〈〈P 〉〉 → 〈〈H〉〉 is an
equivalence of categories.
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Having shown the Hodge conjecture in the last chapter when A = Fq[t], we may combine
it with [Pap08, Thm. 5.2.2]. This yields the analog of Grothendieck’s period conjecture for
abelian varieties.

Theorem 5.0.20 (Grothendieck’s period conjecture for function fields). Let M be a pure
rigid analytically trivial Anderson A-motive of rank r over Q ⊂ Q∞ in PRDA I

+ and GM

its associated Hodge-Pink group. Suppose that Φ ∈ GLr(Q(t)) ∩Matr×r(Q[t]) represents σM

with respect to a k[t]-basis for M. Then there is a rigid analytic trivialization Ψ of Φ in
GLr(T) ∩Matr×r(E) and

tr.degQ Q(Ψ(θ)ij | 1 ≤ i, j ≤ r) = dimGM.

Being interested in the transcendence degree of the entries Ψ(θ)i,j , defined as in the theorem
above, we want to compute the Hodge-Pink group GM of a pure rigid analytically trivial dual
Anderson A-motive M over Q. As seen in Proposition 4.2.17, we have

GM
∼= ΓM⊆CentGLr,Q(QEnd(M)), (5.1)

where ΓM is the Galois group of M.
In the first section, we study a pure rigid analytically trivial dual Anderson A-motive M of

rank r over k ⊂ C∞ that has sufficiently many complex multiplication through a commutative
semisimple Q-algebra E ⊆ QEnd(M) with dimQE = r. With the help of (5.1), we may show
that dimGM = dim RE/QGm,E = r holds if E/Q is either separable or purely inseparable.
This implies

tr.degQ Q(Ψ(θ)i,j | 1 ≤ i, j ≤ r) = r, (5.2)

where Ψ(θ)i,j are defined as above. The second section deals with the case that M is a pure
rigid analytically trivial dual Drinfeld Fq[t]-motive of rank 2 over Q. We first see that we may
interpret the entries Ψ(θ)ij as the periods and quasi-periods of the corresponding Drinfeld
Fq[t]-module and investigate next the transcendence degree of the entries of Ψ(θ) through
the use of Theorem 5.0.20. Using the main result of [Pin97a] and (5.2), we obtain the precise
analog of the conjecturally expected transcendence degree of the periods and quasi-periods
of an elliptic curve over Q.

5.1 Dual Anderson A-motives with sufficiently many complex multiplication

Complex multiplication theory was first developed for elliptic curves, and later extended
to the case of higher dimensional algebraic varieties. In this section, we define complex
multiplication (CM) of Anderson A-modules and dual Anderson A-motives and determine
the Hodge-Pink group of pure rigid analytically trivial dual Anderson A-motives of CM-type
over k under some conditions. Throughout this section, we assume A = Fq[t] and k ⊆ C∞ is
a perfect and complete field that contains Q∞ as necessary for the definition of rigid analytic
triviality and uniformizability.
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Definition 5.1.1. Let M be a dual Anderson A-motive of rank r and dimension d over k
with r, d > 0 and E its corresponding Anderson A-module.

(i) If there exists a commutative semisimple Q-algebra E ⊆ QEnd(M) such that dimQE =
r, we say that M (resp. E) is of CM-type or has sufficiently many complex multiplication
through E.

(ii) We say that M (resp. E) has no complex multiplication if dimQ QEnd(M) = 1.

Theorem 5.1.2. Let M ∈ Ob(PRDA I
+) be a pure rigid analytically trivial dual Anderson

A-motive of rank r, dimension d and weight d
r over k that has sufficiently many complex

multiplication through E. Further, let H = (H,W, qH) be its associated pure Q-Hodge-Pink
structure with Hodge-Pink group GH . If E/Q is either separable or purely inseparable, then

GH ∼= CentGLr,Q(QEnd(M)) ∼= RE/QGm,E .

Proof. Our proof largely follows Pink’s proof of [Pin97a, Thm. 10.3]. By choosing a ba-
sis h1, . . . , hr of H, we can regard QEnd(M) ∼= End(H) and hence E as a subalgebra of
Matr×r(Q). In particular, E is a finite extension of Q. Also, as in the proof of Proposition
4.2.17, the Hodge-Pink group GH is an algebraic Q-subgroup of GLr,Q ∼= GL(H).

Applying [BH09, Lem. 7.2], we see that E ⊆ Matr×r(Q) is isomorphic to Qr as a (left)
module over itself. Since dimQH = r, we conclude that H is a free E-module of rank 1.
Thus CentEnd(H)(E) = E and, moreover,

GH
4.2.17
⊆ CentGL(H)(End(H))

E⊆QEnd(M)

⊆ CentGL(H)(E) ∼= RE/QGm,E .

We will first show that Gamb := RE/QGm,E
∼= GH holds in the separable case and later apply

it to a convenient pure Q-Hodge-Pink structure H ′ and E′ ⊆ End(H ′) with E′/Q separable
to also prove equality if E/Q is purely inseparable.

Sublemma 5.1.3. Let H be a pure Q-Hodge-Pink structure of rank r and weight −d
r , and

E ⊆ End(H) a commutative semisimple subalgebra such that dimQE = r. If E/Q is separa-
ble, then H ∈Hodge sha

Q and GH ∼= Gamb = RE/QGm,E.

Proof. We fix an algebraic closure Qsep of Q and let Σ := HomQ(E,Qsep). We have a
decomposition

H ⊗Q Qsep ∼=
⊕
σ∈Σ

H ⊗E,σ Qsep =
⊕
σ∈Σ

Qsep

because H is a free E-module of rank 1, so that we get a corresponding inclusion

GH,Qsep = GH ×Q Qsep ⊂ Gamb ×Q Qsep ∼=
∏
σ∈Σ

GL1,Qsep =
∏
σ∈Σ

Gm,Qsep . (5.3)

We want to show that this is an equality.
At first, consider the unipotent radical RuGH,Qsep of GH,Qsep and the image of RuGH,Qsep ⊆

GH,Qsep ⊆∏Gm,Qsep in each factor Gm,Qsep , which is a quotient of RuGH,Qsep . By definition
RuGH,Qsep is unipotent. That is, each x ∈ RuGH,Qsep is unipotent, which is equivalent to
xp

t
= 1 for some t ≥ 0 in characteristic p for all x ∈ RuGH,Qsep (see [Hum75, Ch. VI §15.1]).

This property is shared by any quotient of RuGH,Qsep ; in particular, we see that the image of
RuGH,Qsep in Gm,Qsep is also unipotent. By [Hum75, §19.5] Gm,Qsep is reductive; that is, its
unitpotent radical RuGm,Qsep is trivial, so that the projection of RuGH,Qsep to each Gm,Qsep
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is trivial. Hence, we find that RuGH,Qsep = (1) holds. By Definition 1.1.16, GH is reductive
and from [Pin97a, Prop. 9.8] we deduce that H is strongly Hodge-Pink additive.

Thus GH,Qsep is generated by the images of all GH(Qsep) o Gal(Qsep/Q)-conjugates of
cocharacters Gm,Qsep → GH,Qsep of GH,Qsep by [Pin97a, Thm. 9.11]. The weights of such a
Hodge-Pink cocharacter λ : Gm,Qsep → GH,Qsep are the elementary divisors of qH relative to
pH . This means, if we choose integers e+ ≥ e− such that

(z − ζ)e+pH ⊂ qH ⊂ (z − ζ)e−pH

and

qH/(z − ζ)e+pH ∼=
n⊕
i=1

C∞[[t− θ]]/(z − ζ)e++wi ,

then the weights of λ are the Hodge-Pink weights w1, . . . , wn.
Since H is pure of weight −d

r , we have degq(H) = −d by the semistability condition. This
means, qH is of C-codimension d in pH . Hence, there is a non-trivial weight d0 of λ with
1 ≤ d0 ≤ d. Pulling back by λ allows us to associate with GH,Qsep ↪→ ∏

σ∈Σ Gm,Qsep in (5.3)
a cocharacter

λ′ : Gm,Qsep → GH,Qsep ↪→
∏
σ∈Σ

Gm,Qsep

of
∏
σ∈Σ Gm,Qsep . Since d0 6= 0, there is a σ0 ∈ Σ such that the composition of λ′ with the

projection to its factor in
∏
σ∈Σ Gm,Qsep is non-trivial, providing us a non-trivial cocharacter

Gm,Qsep → Gm,Qsep of Gm,Qsep .
Any non-trivial cocharacter of Gm,Qsep that maps x to xn, n ∈ Z−{0}, must be surjective.

The image of its Gal(Qsep/Q)-conjugates is the whole group
∏
σ∈Σ Gm,Qsep ∼= Gamb ×Q Qsep,

giving us the desired result.

We will now consider the case when E/Q is not separable.
Write q := [E : Q]i for the purely inseparable degree of E/Q. We define a pure Q-Hodge-

Pink structure H ′ = (H ′,W ′, qH′) by setting H =: Frobq,∗H ′. By Proposition 3.3.4 (ii), H ′

has rank r′ := r
q and is pure of weight − d

r′ since degq(H) = degq(H ′). Its endomorphism
ring is End(H ′) = Frobq,End(H)(End(H)). We find a commutative semisimple subalgebra
E′ := Eq := Frobq,E(E) ⊆ End(H ′) with

dimQE
′ =

dimQE

q
=
r

q
= r′.

Let GH′ denote the Hodge-Pink group of H ′. Since E′/Q is separable, GH′ ∼= RE′/QGm,E′ by
Lemma 5.1.3. Again from [BH09, Lem. 7.2], it follows that H ′ is a free E′-module of rank 1,
so we may identify H ′ with E′ from now on. Further, define a pure Q-Hodge-Pink structure

H̃ := (H̃, W̃ , qH̃) := Frob∗q H = Frob∗q Frobq,∗H ′.

Then we see by definition of the Frobenius pullback and Frobenius pushforward that

(H̃, W̃ , qH̃) = (E′ ⊗Qq Q,W ⊗Qq Q, qH′ ⊗C∞[[(z−ζ)q ]] C∞[[z − ζ]]),

where Qq := Frobq,Q(Q) and Q, resp. C∞[[z − ζ]], acts on the second factor of each tensor
product. We put

G̃amb := Gamb ×Q,Frobq,SpecQ
Q ∼= RH̃/QGm,H̃ .
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By Proposition 3.4.5 we have GH̃ ∼= GH×Q,Frobq,SpecQ
Q; hence it suffices to show GH̃

∼= G̃amb.
Without loss of generality we may assume that the uniformizer z ∈ Q∞ already lies in Q.

There is an isomorphism

H̃ = E′ ⊗Qq Q → E′[t] /(tq),
z ⊗ 1− 1⊗ z 7→ t.

The elements of its group of “1-units”

U := {u = 1 +
∞∑
i=1

uit
i ∈ (E′[t] /(tq))× = H̃×}

are unipotent since ( ∞∑
i=1

uit
i

)q
=
∞∑
i=1

uqi t
iq = 0 in (E′[t] /(tq))×

and because they are invertible they define unipotent automorphisms of H̃. Thus we may
regard U as a unipotent linear algebraic group of GL(E′) (cf. [Hum75, Ch. VI §15]). We
then have a unique decomposition RH̃/E′Gm,H̃ = Gm,E′ ×SpecE′ U and correspondingly

G̃amb
∼= RH̃/QGm,H̃

∼= RE′/QGm,E′ ×SpecQ RE′/QU. (5.4)

Let pi, i = 1, 2, denote the projection to the ith factor. The first factor p1(G̃amb) =

RE′/QGm,E′ is the image of G̃amb in AutQ(H ′), so p1(GH̃) = RE′/QGm,E′
Lem. 5.1.3∼= GH′

is reductive since E′/Q is separable and thus a torus [Bor91, §21.11]. Furthermore, p2(G̃amb)
is unipotent and hence any connected algebraic subgroup of G̃amb must decompose accord-
ingly. Therefore, if we prove that GH̃ also surjects to the second factor RE′/QU in (5.4),
equality holds in GH̃ ⊆ G̃amb.

Let us consider the projection homomorphism

ψ : G̃amb → V := (RE′/QU)/(RE′/QU)p ∼= RE′/Q(U/Up).

We are done if we show that the restriction of ψ to GH̃ is surjective. In order to do this we
investigate now the structure of the quotient U/Up. We will see in Sublemma 5.1.7 that it
is isomorphic to a direct sum of copies of Ga,E′ . If we assume that ψ is not surjective, then
there must be a direct summand RE′/QGa,E′ of V in which the image of GH̃ is zero under
ψ|GH̃ . We will show that this leads to a contradiction.

Definition 5.1.4 (Cf. [Hum75, Ch. VI §15]). We regard an element u = 1 +
∑∞

i=1 uit
i of U

as a power series in Z[ui; i ≥ 1][[t]], so that its formal logarithm

log u :=
∞∑
k=1

(−1)k−1

k
· (u− 1)k ∈ Q[ui; i ≥ 1][[t]] (5.5)

defines a nilpotent automorphism of H̃. We express log u in terms of t and set

log u =:
∞∑
i=1

Li
(−1)i−1

i
ti.
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Sublemma 5.1.5. For every i ≥ 1, we have

Li =
∑
k

(−1)|k|−i
i

|k|

( |k|
k1, . . . , ki

)
uk11 · . . . · ukii ,

where |k| := ∑ν≥1 kν and the sum is taken over {k = (kν)ν≥1 | kν ∈ N for all ν ≥ 1}.

Proof. Using multiple binomial coefficients one can compute (u− 1)k as follows

(u− 1)k =
∑
k

( |k|
k1, k2, . . .

)
uk11 · uk22 · . . . · ti

where i =
∑

ν≥1 νkν and the sum runs over {k = (kν)ν≥1 | kν ∈ N for all ν ≥ 1}.
Therefore a monomial uk11 . . . ukii is in Li if i =

∑
ν≥1 νkν and uk11 . . . ukii with k :=

∑
ν≥1 kν

in Li must come from the kth term in (5.5). Summing this up, the coefficient of uk11 . . . ukii in
Li is by definition of log u

i

(−1)i−1
· (−1)k−1

k
·
(

k

k1, k2, . . . , ki

)
= (−1)k−i

i

k
·
(

k

k1, k2, . . . , ki

)
.

Sublemma 5.1.6 ([Pin97a, Lem. 10.15]). For every 1 ≤ i ≤ n the map Li : U → Ga,E′

u = 1 +
∞∑
i=1

uit
i 7→ Li(u1, . . . , ui)

is a homomorphism of algebraic groups.

Write I := {i ∈ 1, . . ., q − 1|p - i} and let q′ denote the cardinality of I.

Sublemma 5.1.7 ([Pin97a, Lem. 10.16]). The homomorphism L′ : U → G⊕q
′

a,E′

L′(1 +
∞∑
i=1

uit
i) := (Li(u1, . . . , ui))i∈I

induces an isomorphism of algebraic groups U/Up → G⊕q
′

a,E′.

This provides us the desired result that

V = (RE′/QU)/(RE′/QU)p ∼= RE′/Q(U/Up) ∼= RE′/QG⊕q
′

a,E′ . (5.6)

As mentioned earlier we assume to the contrary that

ψ|GH̃ : GH̃ → V ∼= RE′/QG⊕q
′

a,E′ .

is not surjective so that there must be a direct summand of V ∼= (RE′/QGa,E′)⊕q
′

in which
GH̃ gets mapped to zero under ψ|GH̃ . This is equivalent to saying that there is a non-zero
homomorphism of algebraic groups ϕ : V → Ga,Q such that ψ|GH̃ (GH̃) ⊆ ker(ϕ). Further,

Ga,Q is isomorphic to the subgroup U2,Q =
(

1 ∗
0 1

)
of GL2,Q. Via

GH̃ ↪→ V
ϕ→ U2,Q → GL(Hϕ) with Hϕ := Q2
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we define a representation of GH̃ on Hϕ. The category of representations of GH̃ is equivalent
to 〈〈H̃〉〉, so that we get a corresponding pure Q-Hodge-Pink structure Hϕ = (Hϕ,Wϕ, qHϕ)
in 〈〈H̃〉〉. Since im(GH̃) ⊆ kerϕ we have

GH̃ ↪→ kerϕ
ϕ→
(

1 0
0 1

)
→ GL(1⊕2

Q ),

and thus Hϕ
∼= 1⊕2

Q ; in particular, qHϕ = pHϕ .
We will now state a slight modification of Proposition 3.4.4 (ii), and apply it to the above

defined pure Q-Hodge-Pink structure Hϕ in 〈〈H̃〉〉.

Sublemma 5.1.8. Let γ ∈ G̃amb(C∞((z − ζ))) such that qH̃ = γpH̃ and ρ′ the associated
representation of G̃amb on the Q-vector space H̃ ′ underlying an object H̃

′
= (H̃ ′, W̃ ′, qH̃′) in

〈〈H̃〉〉. Then qH̃′ = ρ′(γ)pH̃′.

Proof. Cf. the proof of [Pin97a, Prop. 6.3 (b)].

The associated representation of Hϕ is by definition φ ◦ ψ : G̃amb → V → Q2, implying

qHϕ = φ(ψ(γ))pHϕ =
〈(

1
0

)(
φ(ψ(γ))

1

)〉
C∞[[z−ζ]]

.

We want to get a contradiction to qHϕ = pHϕ , which will be the case if ϕ(ψ(γ)) /∈ C∞[[z− ζ]].
We will now investigate the lattices associated toH ′ and H̃ to find such a γ ∈ G̃amb(C∞((z−

ζ))).
Fix an inclusion Qsep ↪→ C∞[[z− ζ]] and set Σ := HomQ(E′, Qsep) as in the separable case.

Recall that H ′ = E′ as E′-modules, so that we get a decomposition of pH′ :

pH′ = E′ ⊗Q C∞[[z − ζ]] ∼= (E′ ⊗Q Qsep)⊗Qsep C∞[[z − ζ]]
∼= (

⊕
σ∈Σ

E′ ⊗E′,σ Qsep)⊗Qsep C∞[[z − ζ]] ∼= (
⊕
σ∈Σ

Qsep)⊗Qsep C∞[[z − ζ]]

∼=
⊕
σ∈Σ

C∞[[z − ζ]].

From Proposition 3.3.4 we know that degq(H ′) = degq(H) = −d, so qH′ is of C-codimension
d in pH′ by the semistability condition. Using the above decomposition, we can write qH′ =
π · pH′ with π = (πσ)σ∈Σ ∈ pH′ , such that

πσ =
{

(z − ζ)dσl if σ = σl
1 otherwise,

where the σl ∈ Σ are fixed for all l ∈ {1, . . . ,m} with σl 6= σl′ for l 6= l′ and m ∈ {1, . . . , d}
such that

∑m
l=1 dσl = d holds.

Similarly to E′ ⊗Qq Q ∼= E′[t] /(tq), we have an isomorphism

pH̃ = pH′ ⊗C∞[[(z−ζ)q ]] C∞[[z − ζ]] → pH′ [t] /(tq)
(z − ζ)⊗ 1− 1⊗ (z − ζ) 7→ t,

and qH̃ is an ideal in pH′ [t] /(tq). Furthermore,

G̃amb(C∞((z − ζ))) ∼= (RH̃/QGm,H̃)(C∞((z − ζ))) = Gm(H̃ ⊗Q C∞((z − ζ)))

= Gm((E′ [z] /(tq)⊗Q C∞[[z − ζ]])⊗C∞[[z−ζ]] C∞((z − ζ)))
= (pH′ [t] /(tq)⊗C∞[[z−ζ]] C∞((z − ζ)))×.
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Sublemma 5.1.9. Let γ := π + e1t+ . . .+ edt
d ∈ G̃amb(C∞((z − ζ))) with

er = (er,σ) ∈ pH′ , r = 1, . . . , d

defined as follows

er,σ :=
{ (

dσl
r

)
(−1)r−1(z − ζ)dσl−r if σ = σl and r ≤ dσl

0 otherwise.

Then qH̃ = γ · pH̃ .

Proof. We have qH̃ = qH′ ⊗C∞[[z−ζ]],Frobq C∞[[z − ζ]] = (π · pH′)⊗C∞[[z−ζ]],Frobq C∞[[z − ζ]], so
it is enough to prove

π ⊗ 1 = 1⊗ π +
d∑
r=1

er((z − ζ)⊗ 1− 1⊗ (z − ζ))r (5.7)

in pH̃ = pH′ ⊗C∞[[(z−ζ)q ]] C∞[[z − ζ]].
There is a decomposition of pH̃ according to the decomposition of pH′ :

pH̃ = pH′ ⊗C∞[[(z−ζ)q ]] C∞[[z − ζ]] ∼=
⊕
σ∈Σ

(C∞[[z − ζ]]⊗C∞[[(z−ζ)q ]] C∞[[z − ζ]])

∼=
⊕
σ∈Σ

(C∞[[z − ζ]][t]/(tq))

and (5.7) is equal to

(z − ζ)dσl ⊗ 1− 1⊗ (z − ζ)dσl

=
dσl∑
r=1

er,dσl · ((z − ζ)⊗ 1− 1⊗ (z − ζ))r

=
dσl∑
r=1

(
dσl
r

)
(−1)r−1(z − ζ)dσl−r · ((z − ζ)⊗ 1− 1⊗ (z − ζ))r (5.8)

in the summand associated to σl, l = 1, . . .m, in the others to 1⊗ 1 = 1⊗ 1. (5.8) holds by
the following:

Sublemma 5.1.10. Let j ∈ N>0. (zj ⊗ 1− 1⊗ zj) in E′ ⊗Kq K gets mapped to

j∑
r=1

(−1)r−1

(
j

r

)
zj−rtr = (−1)j−1(t− z)j + zj

in E′[t]/(tq).

Proof. We proceed by induction on j. The assertion is true for j = 1 since (z1⊗1−1⊗z1) 7→ t
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holds by definition. We assume that the assertion is true for all i ≤ j. Then we have as desired

zj+1 ⊗ 1− 1⊗ zj+1 =zj ⊗ z − 1⊗ zj+1 + zj+1 ⊗ 1− zj ⊗ z
=(1⊗ z)(zj ⊗ 1− 1⊗ zj) + (zj ⊗ 1)(z ⊗ 1− 1⊗ z)

7→(z − t)
j∑

k=1

(−1)k−1

(
j

k

)
zj−ktk + zjt

=(−1)jtj+1 + z

j∑
k=1

(−1)k−1

(
j

k

)
zj−ktk

+ t

j∑
k=1

(−1)k
(
j

k

)
zj−ktk + zjt− (−1)jtj+1

=(−1)jtj+1 + z

j∑
k=1

(−1)k−1

(
j

k

)
zj−ktk + t

j−1∑
k=0

(−1)k
(
j

k

)
zj−ktk

=(−1)jtj+1 + z

j∑
k=1

(−1)k−1

(
j

k

)
zj−ktk +

j∑
k=1

(−1)k−1

(
j

k − 1

)
zj+1−ktk

=(−1)jtj+1 +
j∑

k=1

(−1)k−1(
(

j

k − 1

)
+
(
j

k

)
)zj+1−ktk

=
j+1∑
k=1

(−1)1−k
(
j + 1
k

)
zj+1−ktk.

This proves Sublemma 5.1.9.

So we have found a γ ∈ G̃amb such that qH̃ = γ · pH̃ . We will now calculate ϕ(ψ(γ)) and
show that ϕ(ψ(γ)) /∈ C∞[[z − ζ]] under the given assumption ϕ 6= 0. The projection of γ
to the second factor RE′/QU is 1 + π−1

∑d
r=1 er · tr, so that we get with the isomorphism

V
(5.6)∼= RE′/QG⊕q

′

a,E′ induced by L′:

ψ(γ) = L′(1 + π−1
d∑
r=1

er · tr)

= (Li(π−1e1, . . . , π
−1ei))i∈I with er := 0 for i > d

=

∑
k

(−1)|k|−i
i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

ekrr · π−|k|

i∈I

where |k| := ∑i
ν=1 kν and the last sum is taken over {k = (k1, . . . , ki) | kν ∈ N for all 1 ≤ ν ≤

1}. Note that V is isomorphic to a direct sum of copies of Ga,Q and EndFp,Q(Ga,Q) ∼= Q[τp].
Furthermore, ϕ is a Q-linear form on (E′)⊕q

′
that is therefore a composition of an E′-linear

form and traceE′/Q : E′ → Q. This means we can write ϕ as

RE′/QG⊕q
′

a,E′ → Q

x = (xi)i∈I 7→
∑
i∈I

∑
j≥0

traceE′/Q
(
ϕi,j · xp

j

i

)



5.1. Dual Anderson A-motives with sufficiently many complex multiplication 125

for some ϕi,j ∈ E′. We are now able to determine ϕ(ψ(γ)). Denote |k| := ∑i
ν=1 kν so that

ϕ(ψ(γ))

=
∑
i∈I

∑
j≥0

traceE′/Q

ϕi,j ·
∑

k

(−1)|k|−i
i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

ekrr · π−|k|
pj


=:

∑
i∈I

∑
j≥0

m∑
l=1

σl(ϕi,j)

∑
k

(−1)|k|−i
i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

ekrr,σl · π−|k|σl

pj

=
∑
i∈I

∑
j≥0

m∑
l=1

σl(ϕi,j)

∑
k

(−1)|k|−i
i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

((
dσl
r

)
(−1)r−1(z − ζ)dσl−r

)kr
π−|k|σl

pj

=
∑
i∈I

∑
j≥0

m∑
l=1

σl(ϕi,j)

∑
k

i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

(
dσl
r

)kr
(z − ζ)

∑i
r=1(dσlkr−rkr)(z − ζ)−dσl |k|

pj

=
∑
i∈I

∑
j≥0

m∑
l=1

σl(ϕi,j)

∑
k

i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

(
dσl
r

)kr
(z − ζ)−i

pj

=
∑
i∈I

∑
j≥0

m∑
l=1

σl(ϕi,j) · (z − ζ)−ip
j

∑
k

i

|k|

( |k|
k1, . . . , ki

) i∏
r=1

(
dσl
r

)krpj

=
∑
i∈I

∑
j≥0

(z − ζ)−ip
j ·

m∑
l=1

σl(ϕi,j) · b̃dσl ,i,j

with b̃dσl ,i,j :=
(∑

k
i
|k|
( |k|
k1,...,ki

)∏i
r=1

(
dσl
r

)kr)pj and the sum run over {k = (k1, . . . , ki) | kν ∈
N for all 1 ≤ ν ≤ 1}. . Every exponent −ipj (i ∈ I, j ≥ 0) of (z − ζ) just occurs one time
for a σl, l = 1, . . . ,m, since p - i by definition of I. Unfortunately, as we do not know more
about ϕ, the σl(ϕi,j) might be linearly dependent, so that we cannot make any statements
about the order of (z − ζ) in the general case.

If there is just one Hodge-Pink slope dσl , this is in particular satisfied when E/Q is purely
inseparable, we can choose i, j such that ϕi,j 6= 0 and −ipj maximal. Then

ord(z−ζ) ϕ(ψ(γ)) = −ipj < 0,

which contradicts ϕ(ψ(γ)) ∈ C∞[[z − ζ]], as desired. Hence ψ|GH̃ is surjective and thus

GH̃
∼= G̃amb and GH ∼= RE/QGm,E if E/Q is purely inseparable.

With the help of Grothendieck’s period conjecture for function fields and Lemma 1.1.19,
we may directly deduce the following assertion about the transcendence degree of the entries
of the period matrix of a dual Anderson A-motive over C∞.

Theorem 5.1.11. Let M = (M, σM) ∈ Ob(PRDA I
+) be a pure rigid analytically trivial dual

Anderson A-motive of rank r and weight d
r over Q ⊂ Q∞ that has sufficiently many complex

multiplication through E. Moreover, let Φm represent σM with respect to a basis m for M and
Ψ be a rigid analytic trivialization for Φm. If E/Q is either separable or purely inseparable,
then

tr.degQ Q(Ψ(θ)ij | 1 ≤ i, j ≤ r) = dimGM = dim RE/QGm,E = r,

where GM is the Hodge-Pink group of M.
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5.2 Periods and Quasi-Periods of Drinfeld Fq[t]-modules

Drinfeld A-modules of rank 2 are analogous to elliptic curves. Motivated by this analogy, we
first introduce the notion of quasi-periods of a Drinfeld A-module E through biderivations δ.
We then define its period matrix PE = (

∫
λi
δj), which consists of the periods and quasi-periods

of E. Finally, we determine the transcendence degree of the periods and quasi-periods of a
Drinfeld Fq[t]-motive of rank 2 over Q through Grothendieck’s period conjecture for function
fields and Pink’s main result of [Pin97a]. The result is the precise analog of the following:

Conjecture 5.2.1 (Grothendieck’s period conjecture for elliptic curves [DMOS82, Rem.
1.8]). Let E be an elliptic curve over Q, P = (

∫
λi
δj) its period matrix and GE the Hodge

group of E. Then

tr. degQ Q(
∫
λi

δj) = dimGE =
{

2 if E is of CM-type,
4 otherwise.

Chudnovsky was able to give a proof of this conjecture when an elliptic curve is of CM-type
[Chu84, Thm. 1.16].

De Rham cohomology for Drinfeld A-modules

We first introduce the de Rham cohomology realization of a Drinfeld A-module through uni-
versal additive extensions. This construction goes back to Deligne and parallels the classical
de Rham theory for elliptic curves and higher dimension abelian varieties. When A = Fq[t],
we remark that this coincides with the definition of the first de Rham cohomology group of a
dual Anderson A-motive as given in Remark 4.1.32. Next we give an alternative construction
of the first de Rham cohomology group, which is related to some kind of path integration.
This idea is due to Anderson and was further developed by Yu and Gekeler. With the help
of biderviations, we may define such “path integrals” and further quasi-periods of Drinfeld
A-modules.

We let A be the ring of integers of an arbitrary function field Q and fix a Drinfeld A-module
E = (E,ϕ) of rank r over k where (k, γ) is an A-field that contains Fq.

Definition 5.2.2. We set
H1

DR(E, k) := Ext](E,Ga,k);

that is, the group of classes of short exact sequences of algebraic groups over k

0 −→ Ga,k −→ E∗ −→ E −→ 0 (5.9)

together with an additional splitting s of the short exact sequence

0→ k
s
� T0E

∗ → T0E → 0

of tangent spaces at the identity (equipped with the tautological A-action).

Remark 5.2.3. When A = Fq[t], we let (M, σM) be the dual Drinfeld Fq[t]-motive correspond-
ing to a Drinfeld A-motive E over C∞. We want to see that the definition of H1

DR(E,C∞)
coincides with the one of H1(M∗(E),C∞) made in Remark 4.1.32. We put

p̌H := τM(F ∗M∗(E))⊗C∞[t] C∞[[t− θ]] ∼=M∗(E)(1)τ ⊗A C∞[[t− θ]],
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where M∗(E)(1)τ are the τ -invariants of the Drinfeld Fq[t]-motive M∗(E) assigned to E
[And86, §2.3]. Using [And86, Cor. 1.12.1], we find

pH := M⊗C∞[t] C∞[[t− θ]] ∼= M(1)σ ⊗A C∞[[t− θ]]
∼= ΛE ⊗A C∞[[t− θ]]
∼= HomC∞[[t−θ]](M∗(E)(1)τ ⊗A C∞[[t− θ]],C∞[[t− θ]] dt)
∼= HomC∞[[t−θ]](p̌H ,C∞[[t− θ]] dt),

where ΛE is the period lattice of E. Therefore, pH/(t−θ)pH ∼= HomC∞(p̌H/(t−θ)p̌H ,C∞ dt)
and

H1
DR(E,C∞)

[Tha04,§7.5]∼= H1
DR(M∗(E),C∞) ∼= H1

DR(M,C∞).

Definition 5.2.4. We define the Ak-module N(E) := {m ∈ M∗(E) | T0m = 0}. That is,
N(E) ∼= k[σ]σ by choosing a coordinate system ρ for E and defining σ : M∗(E) →M∗(E)
to be the ς∗-linear map induced by σM∗(E).

(i) An Fq-linear biderivation of A into N(E) is an Fq-linear map δ : A→ N(E), δ(a) 7→ δa
such that

δab = γ(a)δa + δa ◦ ϕb.

We denote the vector space of biderivations of A into N(E) by D(E, k).

(ii) A biderivation δ is called inner if there is an m ∈M∗(E) such that

δa = γ(a)m−m ◦ ϕa

Further δ is called strictly inner or exact if m ∈ N(E). We denote the subspace of
strictly inner biderivations of A into N(E) by Dsi(E, k).

For δ ∈ D(E, k) and a ∈ A, we put

ϕδa :=
(
γ(a) δa

0 ϕa

)
.

Note that we have

ϕδaϕ
δ
b =

(
γ(a)γ(b) γ(a)δa + δa ◦ ϕb

0 ϕaϕb

)
= ϕδab.

We denote the class of additive extensions of E

0 −→ Ga,k −→ Ga,k ⊕ E −→ E −→ 0,

where A acts on Ga,k via γ and on Ga,k ⊕ E via ϕδa, by [δ]. Because δ ∈ N(E), the induced
action of A on T0(Ga,k ⊕ E) is given by

T0ϕ
δ
a =

(
γ(a) 0

0 γ(a)

)
,

so that the sequence of tangent spaces at the identity induced by [δ] splits canonically.
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Theorem 5.2.5 (Anderson [Gos94, Thm. 1.5.4 and Thm. 1.5.6]). (i) The map

(δ 7→ [δ]) : D(E, k)→ Ext](E,Ga,k)

induces an isomorphism from D(E, k)/Dsi(E, k) to H1
DR(E, k).

(ii) H1
DR(E, k) is a k-vector space of dimension r.

Thus we may identify H1
DR(E, k) and D(E, k)/Dsi(E, k) from now on. Let us now give the

examples of biderivations, which play a role when we define the period matrix of a Drinfeld
Fq[t]-module.

Example 5.2.6. (i) Consider the Fq-linear map δ(0) : A→ N(E) that is defined by δ(0)
a =

ϕa − γ(a). Then

δ
(0)
ab = ϕab − γ(a)γ(b) = ϕa ◦ ϕb − γ(ab) = γ(a)(ϕb − γ(b)) + (ϕa − γ(a)) ◦ ϕb

= γ(a)δ(0)
b + δ(0)

a ◦ ϕb;

that is, δ(0) is a biderivation of A into N(E).

(ii) When A = Fq[t], the Drinfeld Fq[t]-module (E,ϕ) is given by

ϕt = θ + α1τ + . . .+ αrτ
r ∈ k[τ ] ∼= End(E),

where we write θ := γ(t). We define an Fq-linear map δ(i) : A → N(E) by setting
δ

(i)
t := τ i for 1 ≤ i ≤ r − 1. Since

θδ
(i)
t + δ

(i)
t ◦ ϕt = θτ i + τ i(θ + α1τ + . . .+ αrτ

r)

= (θ + θ(i))τ i + α
(i)
1 τ i+1 + . . .+ α(i)

r τ
i+r

= ((θ + θ(i)) + α
(i)
1 τ + . . .+ α(i)

r τ
r)τ i

= δ
(i)
t2
,

we find that δ(i) is a biderivation of A into N(E). Clearly, δ(0), . . . , δ(r−1) provide a
basis for H1

DR(E, k).

For any non-constant a in A, the exponential function expE attached to the Drinfeld
A-module E is the unique solution of the algebraic differential equation

expE(γ(a)z) = ϕa(expE(z)).

Similarly, a biderivation gives rise to a quasi-periodic function.

Lemma 5.2.7 ([Gos94, Lem. 1.5.8 and Lem. 1.5.12]). Let δ be a biderivation of A into
N(E). Then there is a unique entire Fq-linear solution Fδ(z) of the algebraic differential
equation

γ(a)Fδ(z)− Fδ (γ(a)z) = δa
(
expE(z)

)
, (5.10)
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which is independent of a. For any non-constant a ∈ A,

Fδ(z) = γ(a)Fδ

(
z

γ(a)

)
− δa

(
expE

(
z

γ(a)

))
= γ(a)2Fδ

(
z

γ(a)2

)
− γ(a)δa

(
expE

(
z

γ(a)2

))
δa

(
expE

(
z

γ(a)

))
...

= −
∞∑
j=0

γ(a)jδa

(
expE

(
z

γ(a)j+1

))
. (5.11)

Such a solution Fδ(z) of (5.10) is quasi-periodic with respect to the period lattice ΛE ,
meaning that the following always holds:

(a) Fδ(z + λ) = Fδ(z) + Fδ(λ) for z ∈ k and λ ∈ ΛE ,

(b) Fδ(λ) is A-linear in λ ∈ ΛE .

We change notation to define the quasi-periods of E through “path integration”.

Definition 5.2.8. Let δ be a biderivation in D(E) and λ ∈ ΛE a period of E. Then we write
formally ∫

λ
δ := Fδ(λ)

and call
∫
λ δ a quasi-period of E.

Remark 5.2.9 (De Rham isomorphism). Let E be a Drinfeld module of rank r over C∞. The
“path integral” induces a pairing

HB(E,A)×HDR(E,C∞) → C∞

(λ, δ) 7→
∫
λ
δ.

The induced de Rham map DR : H1
DR(E,C∞) → H1

B(E,C∞) is an isomorphism by [Gek89,
Thm. 5.14] in happy analogy with the classical case. In particular, this shows

dimC∞ H
1
DR(E,C∞) = r.

For X an abelian variety over k ⊂ C there is a canonical isomorphism

H1
DR(X)⊗k C ∼= H1

B(X)⊗Q C

whose defining matrix PX is the period matrix of X (cf. [DMOS82, §I.1]). By the previous
remark, the period matrix of a Drinfeld A-module over k ⊂ C∞ similarly gives rise to the de
Rham isomorphism.

Definition 5.2.10. Let λi, 1 ≤ i ≤ r, be a basis of the period lattice ΛE and δj , 1 ≤ j ≤ r,
a basis for H1

DR(E, k). We define the period matrix PE of E to be

PE :=
(∫

λi

δj | 1 ≤ i, j ≤ r
)
.
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Example 5.2.11. (i) Let δ be an exact biderivation of A into N(E), that is, there is an
m ∈ N(E) such that δa = γ(a)m−m ◦ ϕa. Then

δa
(
expE(z)

)
= γ(a)m

(
expE(z)

)
− (m ◦ ϕa)

(
expE(z)

)
= γ(a)m

(
expE(z)

)
−m

(
expE (γ(a)z)

)
and the corresponding solution is Fδ(z) = m(expE(z)). Therefore,∫

λ
δ = Fδ(λ) = 0 for λ ∈ ΛE .

(ii) Consider the biderivation δ(0) of A into N(E), which is given by δ
(0)
a = ϕa − γ(a).

Obviously,

δ(0)
a

(
expE(z)

)
= ϕa

(
expE(z)

)
− γ(a) expE(z)

= expE (γ(a)z)− γ(a) expE(z) + γ(a)z − γ(a)z

= γ(a)
(
z − expE(z)

)
−
(
γ(a)z − expE (γ(a)z)

)
,

so the unique solution of (5.10) is Fδ(0)(z) = z − expE(z). Hence,∫
λ
δ(0) = Fδ(0)(λ) = λ for λ ∈ ΛE ,

and the periods are contained in the quasi-periods of E.

(ii) Let A = Fq[t] and consider the biderivation δ(i) of A into N(E), which is given by
δ

(i)
t = τ i, 1 ≤ i ≤ r − 1. By (5.11), the unique solution Fδ(i)(z) of (5.10) is

Fδ(i)(z) = −
∞∑
j=0

θj expE
( z

θj+1

)(i)
.

Therefore, ∫
λ
δ(0) = Fδ(i)(λ) = −f (i)

λ (θ) for λ ∈ ΛE ,

where f
(i)
λ (t) =

∑∞
n=0 expE( λ

θn+1 )(i)tn is the i-fold twist of the Anderson generating
function associated with the period λ (see Example 4.1.25).

Recall that the scattering matrix of a pure uniformizable Drinfeld Fq[t]-module E of rank
r over k is given by

Ψ̃ij := −
∞∑
k=0

expE

(
λj
tk+1

)(i−1)

tk, 1 ≤ i, j ≤ r,

with respect to the k[t]-basis {1, . . . , τ r−1} of M∗(E) (see (4.3)). We have seen in Example
4.1.25 how Ψ̃ also gives rise to the rigid analytic trivialization Ψ of the corresponding dual
Drinfeld Fq[t]-motive. In the next subsection, we will further investigate the relations between
the rigid analytic trivialization Ψ and the periods and quasi-periods of E if E is of rank 2.
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Grothendieck’s period conjecture for Drinfeld Fq[t]-modules

We assume A = Fq[t] and fix now a Drinfeld Fq[t]-module (E,ϕ) of rank 2 over Q. We first
study the relations between its period matrix PE and the rigid analytic trivialization of the
corresponding dual Drinfeld Fq[t]-motive (M, σM). We choose a coordinate system ρ, so that
we may assume without loss of generality E = Ga,k, and ϕ is determined by

ϕt = θ + α1τ + α2τ
2 ∈ Q[τ ] ∼= End(E).

Further, by [CP08, Rem. 3.4.2], we may assume without loss of generality α2 = 1. We
write expE =

∑∞
i=0 eiτ

i where e0 = 1. In Example 4.1.25, we have associated the Anderson
generating function

fλ(t) :=
∞∑
n=0

expE

(
λ

θn+1

)
tn =

∞∑
n=0

∞∑
i=0

ei

(
λ

θn+1

)(i)

tn =
∞∑
i=0

eiλ
(i)

θ(i)
·
∞∑
n=0

(
t

θ(i)

)n
=

∞∑
i=0

eiλ
(i)

θ(i)
· 1

1− t
θ(i)

=
∞∑
i=0

eiλ
(i)

θ(i)
· θ(i)

θ(i) − t =
∞∑
i=0

eiλ
(i)

θ(i) − t ∈ T = k〈t〉

with a period λ ∈ ΛE through the corresponding convergent t-division tower. Thus fλ(t) has
a simple pole at t = θ(i) with residue −eiλ(i) for i = 0, 1, . . .. By the same arguments as in
(4.9),

α1f
(1)
λ (t) + f

(2)
λ (t) = (t− θ)fλ(t)

and because fλ(t) coverges outside {θ−(i) | i ∈ N},

α1f
(1)
λ (θ) + f

(2)
λ (θ) = −λ (5.12)

holds. Moreover,

Φm :=

(
0 1

(t− θ) −α(−1)
1

)
represents σM with respect to the basis m = (1, σ)tr for M. We pick a basis {λ1, λ2} of
periods of E and denote fλi(t) by fi for i = 1, 2. We then put

A :=

(
α

(−1)
1 1
1 0

)
∈ GL2(Q) and Ψ̃ := −

(
f1 f

(1)
1

f2 f
(1)
2

)
∈ GL2(T),

which gives rise to the matrix

Θ := Ψ̃(1) ·A(1) = −
(
α1f

(1)
1 + f

(2)
1 f

(1)
1

α1f
(1)
2 + f

(2)
2 f

(1)
2

)
= −

(
(t− θ)f1 f

(1)
1

(t− θ)f2 f
(1)
2

)
∈ GL2(T)

such that the vector (
γ1

γ2

)
:= Θ ·m

comprises an Fq[t]-basis for M(1)σ and Θ = Θ(−1) · Φm holds. Hence,

Ψ := Θ−1 =
1

f
(1)
1 (t− θ)f2 − (t− θ)f1f

(1)
2

·
(
−f (1)

2 f
(1)
1

(t− θ)f2 −(t− θ)f1

)
∈ GL2(T) ∩Mat2×2(E)
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is a rigid analytic trivialization of Φm, that is Ψ(−1) = ΦmΨ. We let {δ(0), δ(1)} be the basis
of H1

DR(E,C∞) as defined in Example 5.2.6. By Example 5.2.11, the period matrix of E is
given by

PE =

( ∫
λ1
δ(0)

∫
λ1
δ(1)∫

λ2
δ(0)

∫
λ2
δ(1)

)
=

(
λ1 −f (1)

λ1
(θ)

λ2 −f (1)
λ2

(θ)

)
(5.12)

= Θ(θ).

We let π̃ ∈ Q be the period of the dual Carlitz Fq[t]-module over Q. Using the Legendre
relation

f
(1)
λ1

(θ)λ2 − λ1f
(1)
λ2

(θ) = π̃

proved by Anderson [Tha04, Thm. 6.4.6], we then obtain

Ψ(θ)
(5.12)

= − 1
π̃
·
(
−f (1)

λ2
(θ) f

(1)
λ1

(θ)
−λ2 λ1

)
.

We may thus conclude that

Q(
∫
λi

δ(j−1) | 1 ≤ i, j ≤ 2) = Q
(
λ1, λ2, f

(1)
λ1

(θ), f (1)
λ2

(θ)
)

= Q(Ψ(θ)ij | 1 ≤ i, j ≤ 2). (5.13)

An elliptic curve X has no complex multiplication if End(X) ⊗Z Q = Q. By the following
lemma, we find that the same holds for Drinfeld Fq[t]-modules of rank 2.

Lemma 5.2.12. Let M ∈ Ob(PRDA I
+) be a dual Anderson A-motive of rank 2 over Q. If

M has no complex multiplication then QEnd(M) = Q.

Proof. For the purpose of deriving a contradiction, assume that dimQ QEnd(M) ≥ 2. Hence
there is an f ∈ QEnd(M) such that f /∈ Q · id. Then Q [f ] is a commutative semisimple
subalgebra of QEnd(M) with dimQQ [f ] ≥ 2. By assumption we have 2 = dimQQ [f ] and
M has sufficiently many complex multiplication through Q [f ]. This gives us a contradiction
and proves the lemma.

Combining this with the following main result of [Pin97a], we may determine the Hodge-
Pink group of a Drinfeld Fq[t]-module of rank 2 that has no complex multiplication.

Theorem 5.2.13 ([Pin97a, Thm. 10.3]). Let E be a Drinfeld Fq[t]-module of rank r over
k ⊆ C∞ and GE its Hodge-Pink group. Then

GE = CentGLr,Q(QEnd(E)).

Remark 5.2.14. This result can be obtained in a different way through use of the proven Hodge
conjecture (Theorem 4.2.19) and the Mumford-Tate conjecture [Pin97c, Thm. 0.2]. Let
M = (M, σM) ∈ Ob(PRDA I

+) be a pure rigid analytically trivial dual Anderson A-motive of
rank r over k, Ma its a-adic completion and σ : Ma → Ma the ς∗A(a)-linear map induced by σM

(see Section 2.5). The σ-invariants of Ma are the Aa-module Mσ
a := {m ∈ Ma | σ(m) = m}

of rank r. Then the a-adic cohomology realization of M is given by Ha(M) := Mσ
a ⊗Aa Qa.

Suppose now that M =M∗(E) and consider the strictly full rigid abelian tensor subcategory
〈〈P 〉〉 of PT ′ generated by the pure dual t-motive P := P ′(M). Together with the fiber
functor (

(N, σN)(i) 7→ Ha(N)⊗Qa Ha(C)−i
)

: 〈〈P 〉〉 →VecQa ,
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it is a Tannakian category over Qa. The absolute Galois group Gal(k/k) acts on Mσ
a , which

induces a map
ΓP ×Q Qa ← Gal(k/k).

We know from Proposition 4.2.17 that ΓP is a closed subgroup scheme of CentGLr,Q(End(P ))
and hence

ΓP ×Q Qa ⊆ CentGLr,Q(End(P ))×Q Qa ∼= CentGLr,Qa
(End(P )).

Note that CentGLr,Q(End(P )) ∼= REnd(P )/Q GLr,Q is irreducible and therefore connected. We
assume that

ΓP ( CentGLr,Q(End(P ))

is a proper closed subgroup scheme, which contradicts that the image of

Gal(k/k)→ CentGLr,Qa
(End(P ))

is open [Pin97c, Thm. 0.2]. Hence,

ΓP = CentGLr,Q(End(P )),

and Theorem 5.2.13 follows from the Hodge conjecture.

Corollary 5.2.15. Let E be a Drinfeld Fq[t]-module of rank 2 over Q that has no complex
multiplication and GE its Hodge-Pink group. Then

GE = CentGL2,Q
(QEnd(E)) = GL2,Q .

In particular, dimGE = 4.

Recall that we have determined the dimension of the Hodge-Pink group of E in Theorem
5.1.11 when E has complex multiplication under some conditions. Putting this together with
the previous Corollary deduced from [Pin97a, Thm. 10.3], Grothendieck’s period conjecture
for function fields yields the following:

Theorem 5.2.16 (Grothendieck’s period conjecture for Drinfeld Fq[t]-modules of rank 2).
Let E be a Drinfeld Fq[t]-module over Q ⊂ Q∞, P = (

∫
λi
δj) its period matrix and GE the

Hodge-Pink group of E. Then

tr. degQ Q(
∫
λi

δj)
(5.13)

= dimGE =
{

2 if E is of CM-type,1

4 otherwise.

Remark 5.2.17. (i) Thiéry gives a proof of Grothendieck’s period conjecture for Drinfeld
Fq[t]-modules of rank 2 that have complex multiplication in [Thi92].

(ii) Papanikolas and Chang are able to show Grothendieck’s period conjecture for Drinfeld
Fq[t]-modules of rank 2 that have complex multiplication if the characteristic p is odd
[CP08, Thm. 3.4.1]. Their proof proceeds by showing that the canonical representation
φ : ΓP ↪→ GL(P (1)σ) of the Galois group ΓP (see [CP08, Thm. 3.3.1]) is absolutely
irreducible.

(ii) Using the ring homomorphism i∗ : Fq[t]→ A, a 7→ t, one can show that Theorem 5.2.16
holds for Drinfeld A-modules over Q where A is the ring of integers of an arbitrary
function field Q.

1 If E has sufficiently many complex multiplication through E, then dimQE = 2. Hence, E/Q is either
separable or purely inseparable and we may apply Theorem 5.1.11.
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Ḋ(ζn)∞L . . . . . . . . . .107
DA I . . . . . . . . . . . . . 40
DA+ . . . . . . . . . . . . . 35
degq(H) . . . . . . . . . . 73
degW (H) . . . . . . . . . 73
δ . . . . . . . . . . . . . . . . . 20
δ0 . . . . . . . . . . . . . . . . .22
δ

(i)
t . . . . . . . . . . . . . . 128
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