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Period spaces for Hodge structures
in equal characteristic

By Urs Hartl

Abstract

We develop the analog in equal positive characteristic of Fontaine’s the-

ory for crystalline Galois representations of a p-adic field. In particular

we describe the analog of Fontaine’s functor which assigns to a crystalline

Galois representation an isocrystal with a Hodge filtration. In equal charac-

teristic the role of isocrystals and Hodge filtrations is played by z-isocrystals

and Hodge-Pink structures. The latter were invented by Pink. Our first

main result in this article is the analog of the Colmez-Fontaine Theorem

that “weakly admissible implies admissible”. Next we construct period

spaces for Hodge-Pink structures on a fixed z-isocrystal. These period

spaces are analogs of the Rapoport-Zink period spaces for Fontaine’s filtered

isocrystals in mixed characteristic and likewise are rigid analytic spaces.

For our period spaces we prove the analog of a conjecture of Rapoport

and Zink stating the existence of a “universal local system” on a Berkovich

open subspace of the period space. As a consequence of “weakly admissible

implies admissible” this Berkovich open subspace contains every classical

rigid analytic point of the period space. As the principal tool to demon-

strate these results we use the analog of Kedlaya’s Slope Filtration Theorem

which we also formulate and prove here.
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Introduction

In [Gro74] Grothendieck posed the problem to define a functor (the “mys-

terious functor”) relating the p-adic étale cohomology Hi
ét(XK ,Qp) of a proper

smooth scheme X over a p-adic field K with good reduction to the crys-

talline cohomology Hi
cris(X) of X. This functor had before been constructed

by Grothendieck [Gro74] and Tate [Tat67] in case X is an abelian variety. The

first step to solve the problem was Fontaine’s [Fon82] definition of a functor

from suitable p-adic representations of Gal(Ksep/K), such as Hi
ét(XK ,Qp),

which Fontaine called crystalline to filtered isocrystals, such as Hi
cris(X) with

its Hodge-Tate filtration constructed by Deligne-Illusie [DI87]. The problem

was finally solved by Faltings [Fal89] who showed that indeed Hi
ét(XK ,Qp) is

crystalline when X is proper and smooth over K with good reduction. See for

example [Ill90] for a survey of this theory which is called p-adic Hodge Theory.

There remained various open questions. One of them was to describe

which filtered isocrystals arise from crystalline Galois representations. These

were called admissible. There is a numerical criterion which is easily seen to be

necessary and the filtered isocrystals satisfying this criterion were called weakly

admissible. Fontaine conjectured [Fon82, Conj. 5.3] that weakly admissible im-

plies admissible and this was proved by Colmez-Fontaine [CF00]. Meanwhile
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there are many more ways to prove this conjecture [Col02], [Ber08], [Kis06],

[GL10]. An important approach uses the relation with p-adic differential equa-

tions (also called (ϕ,Γ)-modules over the Robba ring) introduced by Berger

[Ber02], and the Slope Filtration Theorem of Kedlaya [Ked05] which says that

every ϕ-module over the Robba ring admits a filtration with isoclinic factors

of increasing slopes.

In this article we want to develop the analog for part of p-adic Hodge the-

ory in the Arithmetic of Function Fields over Finite Fields. We call this analog

Hodge-Pink Theory for reasons we give below. We should make clear from the

beginning that we concentrate here on the analog of Fontaine’s theory which

relates crystalline Galois representations of p-adic fields to filtered isocrystals.

We cannot say anything about the relation of our theory with the cohomology

of varieties in positive characteristic. Let us explain the translation from p-adic

Hodge theory to Hodge-Pink theory. p-adic Hodge theory is a sector of the

arithmetic of the local field Qp and its ring of integers Zp. In The Arithmetic

of Function Fields the latter are replaced by the Laurent series field Fq((z))
over the finite field Fq with q elements and its ring of integers, the power series

ring Fq[[z]]. The ring of Witt vectors W (k) over a perfect field k containing Fp
is replaced by the power series ring `[[z]] over a perfect field ` containing Fq.
There even is no need to require ` to be perfect. The Frobenius lift on `[[z]] is

the endomorphism

σ : `[[z]] −→ `[[z]] , z 7→ z , b 7→ bq for all b ∈ ` .

Thus the role of the natural number p in mixed characteristic is taken over

by the indeterminate z in equal characteristic. But p enters in p-adic Hodge

theory in a twofold way. Firstly it is the uniformizing parameter of Zp and

W (k) and secondly it is an element of the base field K over which the objects

like varieties, Gal(Ksep/K)-representations, and filtered isocrystals are defined.

The necessity to separate these two roles of p in equal characteristic and to work

with two indeterminates z and ζ was first pointed out by Anderson [And86].

The moral reason is that the natural number p never can act on a module

or vector space as anything else than the scalar p whereas there is no such

restriction on z. Hence we use z for the uniformizing parameter of the analogs

of Zp and W (k) and ζ for the element of the base field L and we let σ act as the

q-Frobenius on L and ζ. (Strictly speaking this distinction between the two

roles of p is also searched for in Fontaine’s theory where an object, called [p̃]

by Colmez [Col08], is constructed that behaves like our ζ, whereas p behaves

like our z.)

Now the concept of F -isocrystal over k is translated into a finite dimen-

sional `((z))-vector space D together with an isomorphism FD : σ∗D → D of

`((z))-vector spaces, where we abbreviate σ∗D := D ⊗`((z)),σ `((z)). We call
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the pair (D,FD) a z-isocrystal over `. The parallel between F -isocrystals and

z-isocrystals reaches quite far, see [And93], [Har05], [Har09]. The analog of fil-

tered isocrystals is defined as follows. Let L be a field extension of Fq((ζ)) which

is complete with respect to an absolute value | . | : L→ R≥0 extending the ab-

solute value on Fq((ζ)). Let OL be its valuation ring and let ` be its residue

field. Assume that there is a section ` ↪→ OL of the residue map OL → ` and

fix one. This induces in particular a homomorphism `((z))→ L[[z− ζ]] into the

power series ring over L sending z to z = ζ + (z − ζ). We make the following:

Definition. A Hodge-Pink structure over L on the z-isocrystal (D,FD) is

an L[[z − ζ]]-lattice qD inside σ∗D ⊗`((z)) L((z − ζ)).

We also pose pD := σ∗D ⊗`((z)) L[[z − ζ]]. Every Hodge-Pink structure

determines in particular a Hodge-Pink filtration Fil• on the L-vector space

DL := σ∗D⊗`((z))L[[z− ζ]]/(z− ζ) = σ∗D⊗`((z)), z 7→ζ L by letting FiliDL be the

image of

pD ∩ (z − ζ)iqD

in DL. Note that z acts on DL as the scalar ζ. However the fact that z and

ζ both play part of the role of p makes it necessary to consider Hodge-Pink

structures instead of only Hodge-Pink filtrations to get a reasonable category.

This was first observed by Pink [Pin] who developed Hodge theory over Fq((z))
under this viewpoint; for this reason we propose the name “Hodge-Pink The-

ory”. In Remark 2.2.3 we discuss more reasons for the necessity to consider

Hodge-Pink structures instead of Hodge-Pink filtrations.

With a z-isocrystal with Hodge-Pink structure D = (D,FD, qD) of rank n

over L one associates two numerical invariants, its Newton slope tN (D) and its

Hodge slope tH(D). The former is the slope of ∧n(D,FD), that is ordz(detFD)

with respect to some (any) `((z))-basis ofD. The latter is the integer e such that

∧nqD = (z−ζ)−e∧npD. As in Fontaine’s theory D is called weakly admissible if

tH(D) = tN (D) and tH(D′) ≤ tN (D′) for any subobject D′ ⊂ D, that is for any

FD-stable `((z))-subspace D′ ⊂ D and lattice qD′ ⊂ qD ∩ σ∗D⊗`((z)) L((z− ζ)).

To define the analog of Fontaine’s functor and the notion of admissibility

the guiding observation is the following. If K is a finite extension of Qp with

ring of integers OK , Breuil [Bre00, Th. 1.4] (see also Kisin [Kis06, Th. 0.3]) has

shown that any crystalline representation of Gal(Ksep/K) with all Hodge-Tate

weights equal to 0 or 1 arises from a p-divisible group over OK . Kisin’s proof

builds on Breuil’s work and uses an intermediate category BTϕ
/S ⊗ Qp whose

analog in equal characteristic is as follows.

Definition. A local shtuka over OL is a finite free OL[[z]]-module M to-

gether with an isomorphism

FM : σ∗M [ 1
z−ζ ] ∼−→M [ 1

z−ζ ] ,
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where the appendage [ 1
z−ζ ] stands for inverting z−ζ. A morphism f : M → N

of local shtukas is a morphism of OL[[z]]-modules which satisfies f ◦ FM =

FN ◦σ∗f . An isogeny of local shtukas is a morphism f : M → N such that for

some morphism g : N →M the compositions f◦g and g◦f equal multiplication

with a power of z.

With this terminology the category BTϕ
/S⊗Qp is the analog of the isogeny

category of local shtukas for which FM is actually a morphism σ∗M → M

whose cokernel is killed by z − ζ. Kisin [Kis06, Th. 0.1] goes on to show that

the category of crystalline representations of Gal(Ksep/K) is equivalent to a

full subcategory of the category analogous to the isogeny category of all lo-

cal shtukas; see also [Har09, §5.4]. This observation has led A. Genestier and

V. Lafforgue [GL08] in case L is discretely valued to construct a functor H
from local shtukas over OL to z-isocrystals with Hodge-Pink structure over L

and to call the objects in the essential image of H admissible. In Section 2.3

we extend the construction of H to arbitrary L and investigate its properties.

Also in Remark 2.3.6 we present some more reasons for this use of the term

“admissible” which expresses the opinion that local shtukas are the appropriate

analog of crystalline Galois representations and H is the analog of the myste-

rious functor. On the other hand, with a local shtuka M of rank n over OL
one can associate its Tate module

TzM := {x ∈M ⊗OL[[z]] L
sep[[z]] : FM (σ∗x) = x }

which is a free Fq[[z]]-module of rank n and defines a Galois representation

ρM : Gal(Lsep/L) −→ GLn
(
Fq((z))

)
.

This provides the link between local shtukas and Galois representations.

Now every admissible z-isocrystal with Hodge-Pink structure is weakly

admissible. The main result of Section 2 is the following:

Theorem 2.5.3. Let L̃ be the closure of the compositum `algL inside a

complete algebraically closed extension of L and assume that L̃ does not contain

an element x with 0 < |x| < 1 such that all q-power roots of x also lie in L̃.

Then every weakly admissible z-isocrystal with Hodge-Pink structure over L is

already admissible.

Note that the value groups of L and L̃ coincide, and therefore the hypoth-

esis is satisfied if L is discretely valued, or if the value group Γ of L is finitely

generated, or even if Γ does not contain a nonzero element which is arbitrarily

often divisible by q. Theorem 2.5.3 was previously obtained by Genestier-

Lafforgue [GL08] for discretely valued L with perfect residue field. Our proof

is entirely different and akin to the proofs of Berger [Ber08] and Kisin [Kis06]

in mixed characteristic. For L violating the assumption of Theorem 2.5.3 we
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present weakly admissible Hodge-Pink structures which are not admissible in

Example 3.3.2.

In Section 3 we construct period spaces for Hodge-Pink structures analo-

gous to the period spaces for filtered isocrystals of Rapoport and Zink [RZ96].

To any fixed z-isocrystal (D,FD) over F alg
q and fixed numerical invariants the

period space Hwa parametrizes all weakly admissible Hodge-Pink structures on

(D,FD). It is an admissible open rigid analytic subspace over F alg
q ((ζ)) of an

algebraic variety. But contrary to mixed characteristic this algebraic variety is

not a partial flag variety but a partial jet bundle over a partial flag variety. This

corresponds to the fact that the Hodge-Pink structure contains more informa-

tion than just the Hodge-Pink filtration; see Remark 2.2.3. To reveal their full

information these period spaces are best considered as Berkovich spaces (see

Appendix A.2) instead of rigid analytic spaces. The reason is that one should

not only consider their classical rigid analytic points (whose residue field is fi-

nite over F alg
q ((ζ))) but also their L-valued points for complete extensions L of

F alg
q ((ζ)) as above. Namely the z-isocrystals with Hodge-Pink structure at the

former points are all admissible by Theorem 2.5.3 whereas this is not true for

the latter points. The Berkovich space associated with Hwa naturally contains

also the latter points. Our second main theorem is

Theorem 3.2.2. The set Ha of admissible Hodge-Pink structures is

Berkovich open inside the period space Hwa.

By Theorem 2.5.3 the set Ha contains all classical rigid analytic points.

We further show that both spaces are connected. In Example 3.3.2 we show

that Ha may be strictly smaller than Hwa. This means that when viewed as

rigid analytic spaces the morphismHa → Hwa is étale and bijective on classical

rigid analytic points but need not be an isomorphism of rigid analytic spaces.

Then the two rigid analytic spaces have the same underlying set of points but

differ by their Grothendieck topology. Our third main result says that not only

every point of Ha is admissible but:

Theorem 3.4.3. There exists an admissible formal scheme X over F alg
q [[ζ]]

in the sense of Raynaud [Ray74] such that its associated rigid analytic space

Xrig is an étale covering space of Ha, and there exists a local shtuka over X

giving rise to the universal z-isocrystal with Hodge-Pink structure on Ha.

As a consequence the Tate module of this local shtuka over X defines a

local system V of Fq((z))-vector spaces on Xrig which descends to Ha. For

any geometric base point x̄ of Ha with underlying L-rational point x this

local system even gives rise to a representation of the étale fundamental group

πét
1 (Ha, x̄):

ρV : πét
1 (Ha, x̄) −→ GLn
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such that the composition with Gal(Lsep/L) = πét
1 (x, x̄) → πét

1 (Ha, x̄) yields

the Galois representation ρMx associated with the local shtuka Mx at x from

above. This situation is analogous to a conjecture of Rapoport and Zink [RZ96,

p. 29], [Rap95, p. 429]. Namely, to a reductive algebraic group G over Qp and

fixed numerical invariants, Rapoport and Zink consider the period space Fwa of

weakly admissible filtered isocrystals. They conjecture the existence of a mor-

phism F ′ → Fwa of rigid analytic spaces which is étale and bijective on classical

rigid analytic points, and of a “universal local system” of Qp-vector spaces on

F ′ which for any geometric base point x̄ of F ′ with underlying K-rational point

x induces a representation of the étale fundamental group ρ : πét
1 (F ′, x̄) → G

such that the composition of ρ with Gal(Ksep/K) = πét
1 (x, x̄) → πét

1 (F ′, x̄)

yields the Gal(Ksep/K)-representation associated by Fontaine’s inverse func-

tor with the filtered isocrystal corresponding to x. Inspired by the results in

the present article a proof for Rapoport’s and Zink’s conjecture in the case of

Hodge-Tate weights 0 and 1 was given in Faltings [Fal10] and Hartl [Har08],

[Har].

Our main tool to prove the results above is an analog of Kedlaya’s Slope

Filtration Theorem [Ked05] for ϕ-modules over the Robba ring. The latter

comes into play in p-adic Hodge theory through Berger’s construction assigning

to a filtered isocrystal (D,FD,Fil•) over K a (ϕ,Γ)-module over the Robba ring

which is a modification of (D,FD) tensored up to the Robba ring at the zeroes

of log[ε]. These zeroes are precisely the σ-translates of the point corresponding

to the maximal ideal ofB+
dR. (Using the notation of Colmez [Col08, §5.6] we like

to view B+
dR as the complete local ring at the point of Spec Ã+ given by the ideal

(p− [p̃]). This point of view is inspired by the situation in equal characteristic

which we expose in this article.) Correspondingly we consider the point z = ζ

of L〈 zζ 〉[z
−1] and its σ-translates z = ζq

i
, i ∈ N0. For a z-isocrystal with Hodge-

Pink structure (D,FD, qD) over L we modify the σ-module σ∗(D,FD) ⊗`((z))
L〈 zζ 〉[z

−1] at z = ζq
i

for i ∈ N0 according to the data given by qD. Here L〈 zζ 〉
is the Tate algebra of convergent power series on the disc {|z| ≤ |ζ|}. We

obtain a σ-module over the ring of rigid analytic functions on the punctured

disc {0 < |z| ≤ |ζ|}. We denote this ring by L〈 zζ , z
−1} and view it as the analog

of the Robba ring. Note that the elements of L〈 zζ 〉[z
−1] have at most poles at

z = 0 whereas the elements of L〈 zζ , z
−1} may have essential singularities. Our

analog of the Slope Filtration Theorem is then as follows:

Theorem 1.7.7. Let M be a σ-module over L〈 zζ , z
−1}. Then there exists

a unique filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M of M by saturated σ-sub-

modules with the following properties :

(a) For i = 1, . . . , ` the quotient Mi/Mi−1 is isoclinic of some slope si,

(b) s1 < · · · < s`.
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As in Kedlaya’s theory the isoclinic σ-modules descend as follows.

Theorem (Special case of Theorem 1.7.5). Let M be a σ-module over

L〈 zζ , z
−1} which is isoclinic. Then there exists an isoclinic σ-module M ′ over

L〈 zζ 〉[z
−1] with M ′ ⊗ L〈 zζ , z

−1} ∼= M . It is unique up to canonical isomor-

phism.

The demonstration of these two theorems takes up the entire Section 1. We

may even prove the latter result over arbitrary affinoid L-algebras B in place

of L. This generalization to families is in fact the key to proving the analog of

the Rapoport-Zink conjecture. Note that in p-adic Hodge theory it is as yet

impossible to set up Theorem 1.7.5 in a relative version. To be precise, there

are currently two concepts for “relative p-adic Hodge theory”. The one with

relative coefficients is due to Berger, Colmez, Kisin, Liu and others [BC08],

[Kis08], [Liu07]. It treats Galois representations still of a local p-adic field

but on a module over an affinoid Qp-algebra. It has the advantage that it

makes an explicit separation between the field extensions and the coefficients

of the Galois representation, which in the function field case is achieved via

the distinction between z and ζ.

The other concept with relative base spaces is developed among others

by Andreatta, Brinon, Faltings, Iovita, Tsuji [And06], [AI08], [AB08], [Bri08],

[Fal89], [Fal02], [Tsu]. It treats representations of the étale fundamental group

of certain rigid analytic spaces on finite dimensional Qp-vector spaces. This is

the analog of our theory in Section 1, that seems to be needed for proving the

original conjecture of Rapoport and Zink in mixed characteristic. However so

far the relative theory of the field of norms does exist only over certain formal

Zp-algebras (see [And06]) whose associated Berkovich spaces do not form a

basis for the topology on a general smooth Berkovich space. Therefore the

mixed characteristic relative version of Theorem 1.7.5 is yet out of reach.

In equal characteristic the relative version over B of the Robba ring is

just the ring B〈 zζ , z
−1} of rigid analytic functions on the relative punctured

disc {0 < |z| ≤ |ζ|} over B and the theory of the field of norms is trivial. The

situation is more transparent here since we can separate the two roles of p into

the two indeterminates z and ζ and moreover, since the phenomenon of rami-

fication of field extensions K of Qp is not so dominant in equal characteristic.

If these difficulties in mixed characteristic can be overcome, our arguments

presented here could be translated to mixed characteristic to yield a proof of

the original conjecture of Rapoport and Zink for arbitrary Hodge-Tate weights,

extending [Fal10], [Har08], [Har].

Although rigid analytic geometry and even its variant, introduced by Berk-

ovich [Ber90], [Ber93], enter at various places we have tried to make this article

accessible to readers without much background in rigid analytic geometry by
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working most of the time with modules over affinoid algebras rather than

sheaves on rigid analytic spaces. Also we review the facts needed from rigid

analytic geometry in an appendix.

Acknowledgments. I would like to thank V. Berkovich for his numerous

explanations, A. Genestier, V. Lafforgue, and M. Rapoport for their interest

in this work and many helpful discussions, and the unknown referee for his

careful reading of the article.

1. The Slope Filtration Theorem

In this chapter we formulate and prove the equal characteristic analog of

Kedlaya’s [Ked05] Slope Filtration Theorem from p-adic Hodge theory. The

latter is a powerful tool that has given rise to proofs of various famous conjec-

tures, like the conjectures that “weakly admissible implies admissible” [Ber08],

[Kis06], that “de Rham implies potentially semistable” [Ber02], [Ked05], or

Crew’s conjecture which is also called the p-adic local monodromy theorem

[Ked04]. The results that we obtain in this chapter will enable us to prove the

equal characteristic analogs of the fact that “weakly admissible implies admis-

sible” in Section 2 and the conjecture of Rapoport and Zink mentioned in the

introduction in Section 3. We follow in large parts Kedlaya’s [Ked05] proof

in mixed characteristic. Nevertheless we present full proofs here for two rea-

sons. First of all in the function field case various arguments can be somewhat

simplified. And secondly we formulate and prove some analogs of Kedlaya’s

results in a relative situation. This is necessary for applications to the analog

of the Rapoport-Zink conjecture.

1.1. Notation. In this article we denote by

N0 the set of nonnegative integers,

Fq the finite field which has q elements and characteristic p,

Fq[[ζ]] the ring of formal power series over Fq in the indeterminate ζ,

Fq((ζ)) its field of fractions,

R ⊃ Fq[[ζ]] a rank-1 valuation ring which is complete and separated with

respect to the ζ-adic topology (it is not assumed to be noe-

therian),

L, mR the fraction field and the maximal ideal of R,

L the completion of an algebraic closure of L. It is again alge-

braically closed.
We say a field K is a complete extension of L, if K is a field extension of L

equipped with an absolute value | . | : K → R≥0 which restricts on L to the
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absolute value of L and if K is complete with respect to this absolute value.

We further denote by

B an affinoid L-algebra with an L-Banach norm | . | (see Appen-

dix A.1),

B[[z]] the ring of formal power series over B in the indeterminate z,

B[[z]][z−1] the ring of Laurent series over B in z with finite principal part.

For rational numbers r and r′ with r′ ≥ r > 0 we define the following

B-algebras:

B〈 zζr 〉 =
{ ∞∑
i=0

biz
i ∈ B[[z]] : |bi| |ζ|ri → 0 (i→∞)

}
,

B〈 zζr 〉[z
−1] =

{ ∞∑
i�−∞

biz
i ∈ B[[z]][z−1] : |bi| |ζ|ri → 0 (i→∞)

}
,

B〈 ζ
r′

z 〉 =
{ 0∑
i=−∞

biz
i : |bi| |ζ|r

′i → 0 (i→ −∞)
}

,

B〈 zζr ,
ζr
′

z 〉 =
{ ∞∑
i=−∞

biz
i : |bi| |ζ|ri → 0 (i→∞), |bi| |ζ|r

′i → 0 (i→ −∞)
}

,

B〈 zζr , z
−1} =

⋂
r′→∞

B〈 zζr ,
ζr
′

z 〉

=
{ ∞∑
i=−∞

biz
i : |bi| |ζ|r

′i → 0 (i→ ±∞) for all r′ ≥ r
}

,

B{z, ζ
r′

z 〉 =
⋂
r→0

B〈 zζr ,
ζr
′

z 〉

=
{ ∞∑
i=−∞

biz
i : |bi| |ζ|ri → 0 (i→ ±∞) for all 0 < r ≤ r′

}
,

B{z, z−1} =
⋂
r→0

B〈 zζr , z
−1}

=
{ ∞∑
i=−∞

biz
i : |bi| |ζ|ri → 0 (i→ ±∞) for all r > 0

}
,

B{z} =
⋂
r→0

B〈 zζr 〉

=
{ ∞∑
i=0

biz
i : bi ∈ B, |biζri| → 0 (i→∞) for all r > 0

}
,

‖ . ‖r is the norm on B〈 zζr ,
ζr

z 〉 given by
∥∥∥∑
i∈Z

biz
i
∥∥∥
r

:= max
i∈Z
|bi| |ζ|ri.
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Although the above definitions make sense for arbitrary r we consider in this

article only the case where r and r′ are positive. Observe that these B-algebras

do not depend on the particular choice of the Banach norm on B since all such

norms induce the same topology on B. We extend the Banach norm | . | on B

to matrices A = (Aµν) ∈ Mm×n(B) by setting |A| := max |Aµν | and similarly

for ‖ . ‖r . We let

σ : x 7→ σ(x) =: xσ be the “endomorphisms” of the above B-algebras acting as

the identity on z and as b 7→ bq on the elements b ∈ B.

Note that σ is not quite an endomorphism of B〈 zζr 〉 but only a homomor-

phism σ : B〈 zζr 〉 → B〈 zζqr 〉 and similarly for B〈 zζr 〉[z
−1] and B〈 zζr , z

−1}. If

R is one of these B-algebras, we let Rσ be the target of σ : R → Rσ.

Explicitly
(
B〈 zζr 〉

)σ
= B〈 zζqr 〉 as well as

(
B〈 zζr 〉[z

−1]
)σ

= B〈 zζqr 〉[z
−1] and(

B〈 zζr , z
−1}
)σ

= B〈 zζqr , z
−1}. Note that in addition there is also a natural

inclusion of B-algebras

ι : R → Rσ ,
∑
biz

i 7→
∑
biz

i .

Furthermore, in the case R = B〈 zζr ,
ζr
′

z 〉 with r′ ≥ qr we set Rσ := B〈 zζqr ,
ζr
′

z 〉

and in the cases R = B[[z]], B[[z]][z−1], B〈 ζ
r′

z 〉, B{z,
ζr
′

z 〉, and B{z, z−1} we set

Rσ := R. Then the above pattern also holds in these cases. Note the following

rules for ‖ . ‖r which are straightforward to prove:

Lemma 1.1.1. (a) a ∈ B〈 zζr ,
ζr
′

z 〉 if and only if aσ ∈ B〈 zζqr ,
ζqr
′

z 〉.
(b) For all a ∈ B〈 zζr ,

ζr

z 〉 we have ‖aσ‖qr = ‖a‖qr.
(c) In particular for a =

∑
i≤0 aiz

i ∈ B〈 ζ
r

z 〉 we have

‖aσ‖r = max
i≤0
|aqi | |ζ|

ir ≤ max
i≤0

(
|ai| |ζ|ir

)q
= ‖a‖qr .

(d) The norm ‖ . ‖r is an L-Banach norm on B〈 zζr ,
ζr

z 〉, on B〈 ζ
r

z 〉 and on

B〈 zζr 〉.
(e) For matrices A, Ã ∈ B〈 zζr ,

ζr

z 〉 we have ‖AÃ‖r ≤ ‖A‖r · ‖Ã‖r. �

The B-algebras defined above have an interpretation in terms of rigid

analytic geometry (see Appendix A.1). For positive rational numbers r and

r′ let D(r) = SpL〈 zζr 〉 be the disc with radius |z| = |ζr|, and if r′ ≥ r let

A(r, r′) = SpL〈 zζr ,
ζr
′

z 〉 be the annulus with inner radius |z| = |ζr′ | and outer

radius |z| = |ζr|. Moreover, let
.
D(r) be the admissible open subspace of D(r)

which is the complement of the point z = 0, and let
.
D(0)◦ be the union of.

D(r) for all r > 0. It is the open punctured unit disc on which 0 < |z| < 1

and is also an admissible open subspace of D(0). Then B〈 zζr 〉 is the ring of
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global rigid analytic functions on the relative disc SpB×LD(r) and B〈 zζr ,
ζr
′

z 〉
is the ring of global rigid analytic functions on the relative annulus SpB ×L
A(r, r′), B〈 zζr , z

−1} is the ring of global rigid analytic functions on the relative

punctured disc SpB×L
.
D(r), and B{z, z−1} is the ring of global rigid analytic

functions on SpB×L
.
D(0)◦. In particular if B = L is a field, then L[[z]], L〈 zζr 〉,

L〈 zζr 〉[z
−1], and L〈 zζr ,

ζr
′

z 〉 are principal ideal domains (by Lemma 1.1.2 below),

and L((z)) = L[[z]][z−1] is a field.

The reader should note that in case B = L the rings L〈 zζ 〉[z
−1], L((z)),

and L〈 zζ , z
−1} are the equal characteristic analogs of the rings that Kedlaya

[Ked05] calls Γcon[π−1], Γ[π−1], and Γan, con, respectively, and Colmez [Col08]

calls B†L, BL, and B†rig,L, respectively; compare [Har09, §§2.3, 2.4, 2.8]. Also

note that it is clear how to define relative versions over affinoid algebras of

these rings in equal characteristic, whereas the same task is not at all obvious

in mixed characteristic to say the least.

The following lemma is proved in [Laz62, Prop. 4] and the subsequent

corollary.

Lemma 1.1.2. The rings L〈 zζr 〉 and L〈 zζr ,
ζr
′

z 〉 are principal ideal domains.

Every element f ∈ L〈 zζr 〉 (respectively f ∈ L〈 zζr ,
ζr
′

z 〉) can be written in the

form f = ug for a unit u ∈ L〈 zζr 〉
× (respectively u ∈ L〈 zζr ,

ζr
′

z 〉
×) and a

polynomial g ∈ L[z] whose zeroes x ∈ L all satisfy |x| ≤ |ζr| (respectively

|ζr′ | ≤ |x| ≤ |ζr|). Moreover, u and g are uniquely determined up to a con-

stant factor in L×.

We shall also need the following lemma about Galois descent.

Lemma 1.1.3. Let L′ be a finite Galois extension of L and extend the

action of Gal(L′/L) to L′〈 zζr , z
−1} by the trivial action on z. Then

(a) the fixed subring of L′〈 zζr , z
−1} under the action of Gal(L′/L) is equal

to L〈 zζr , z
−1},

(b) the fixed subring of the fraction field Frac
(
L′〈 zζr , z

−1}
)

under the action

of Gal(L′/L) is equal to Frac
(
L〈 zζr , z

−1}
)
.

Proof. Assertion (a) is straightforward to prove. To prove (b) let x, y ∈
L′〈 zζr , z

−1} such that x
y is fixed under G = Gal(L′/L). Set y′ =

∏
g∈G

gy and

x′ = y′x/y. Then both y′ and x′ belong to L′〈 zζr , z
−1} and are fixed under G.

By (a), x′, y′ ∈ L〈 zζr , z
−1} and x

y = x′

y′ ∈ FracL〈 zζr , z
−1} as claimed. �

We end this section by recording the following two lemmas which are basic

tools in estimating radii of convergence.
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Lemma 1.1.4. Let A =
∑∞

i=0Aiz
i ∈ Mn

(
B〈 zζqr 〉

)
be a matrix and let

x =
∑∞

j=0 xjz
j ∈ B[[z]]n be a vector satisfying xσ = Ax. Then x belongs to

B〈 zζr 〉
n.

Proof. Since A ∈ Mn

(
B〈 zζqr 〉

)
there is a constant c ≥ 1 with |Aiζqri| ≤ c

for all i. We expand the equation xσ = Ax as(
xjζ

rj
)σ

=

j∑
i=0

(
Aj−iζ

qr(j−i))(xiζri) ζir(q−1) .

In view of |ζr| < 1 this implies the estimate

|xjζrj |q ≤ c ·max{ |xiζri| : 0 ≤ i ≤ j }
from which induction yields |xjζrj | ≤ c1/(q−1) for all j ≥ 0. In particular

x ∈ B〈 zζqr 〉
n. But now the equation xσ = Ax shows that xσ ∈ B〈 zζqr 〉

n, hence

x ∈ B〈 zζr 〉
n as desired. �

Lemma 1.1.5. Let A =
∑∞

i=0Aiz
i ∈Mn

(
B〈 zζq 〉

)
and let x =

∑∞
j=−∞ xjz

j

∈ B〈 zζ ,
ζq

z 〉
⊕n with x−Axσ ∈ B〈 zζq 〉[z

−1]
⊕n

. Then x ∈ B〈 zζ 〉[z
−1]
⊕n

.

Proof. There is a constant c ≥ 1 with |Aiζqi| ≤ c for all i. Assume that x

does not have finite principal part. Since x ∈ B〈 zζ ,
ζ
z 〉
⊕n we can find a negative

integer m with xm 6= 0, xm −
∑∞

i=0Aix
σ
m−i = 0, |xmζm| =: d ≤ c−1, and

|xm−iζm−i| ≤ d for all i ≥ 0. We obtain

|xmζm| ≤ |ζ(1−q)m| max
i≥0

{
|Aiζqi| |xσm−iζqm−qi|

}
< cdq ≤ d ,

a contradiction. �

1.2. σ-modules.

Definition 1.2.1. We let R be one of the B-algebras B[[z]], B[[z]][z−1],

B〈 zζr 〉, B〈
z
ζr 〉[z

−1], B〈 ζ
r′

z 〉, or B〈 zζr ,
ζr
′

z 〉. The associated B-algebra Rσ was

defined on page 1251. For an R-module M we abbreviate σ∗M := M ⊗R,σRσ
and ι∗M := M ⊗R,ι Rσ. A σ-module over R is a pair (M,FM ) consisting

of a locally free R-module M of finite rank together with an isomorphism of

Rσ-modules FM : σ∗M ∼−→ ι∗M . We will usually abuse notation and write

FM : σ∗M ∼−→M instead. The rank of a σ-module M is by definition the rank

of its underlying locally free module. It is denoted rkM . The abelian group

Homσ(M,N) of morphisms between two σ-modules M and N consists of all

homomorphisms f : M → N of R-modules which satisfy FN ◦σ∗f = ι∗f ◦FM .

Remark. The definition of σ-modules over B[[z]] and over B[[z]][z−1] also

makes sense if B is an arbitrary Fq-algebra. The latter setting is of importance

in studying the reduction modulo ζ of σ-modules and we will work in this

framework in Sections 2 and 3.
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To define σ-modules over B〈 zζr , z
−1}, B{z, ζ

r′

z 〉, B{z, z
−1}, and B{z} we

have to work with sheaves on the corresponding rigid analytic spaces mentioned

above. This could be done also for the affinoid B-algebras B〈 zζr 〉 B〈
ζr
′

z 〉, and

B〈 zζr ,
ζr
′

z 〉. In view of [BGR84, Prop. 7.3.2/3 and Th. 9.4.3/3] we get for these

an equivalent definition as follows.

Definition 1.2.2. We let R be one of the B-algebras just mentioned. A

σ-module over R is a pair (M,FM ) consisting of a locally free sheaf M of

finite rank on the rigid analytic space corresponding to R together with an

isomorphism of locally free sheaves FM : σ∗M ∼−→ ι∗M on the rigid analytic

space corresponding to Rσ. The rank rkM of a σ-module M is by definition

the rank of its underlying locally free sheaf. The abelian group Homσ(M,N) of

morphisms between two σ-modules M and N consists of all homomorphisms

of the sheaves f : M → N which satisfy FN ◦ σ∗f = ι∗f ◦ FM .

The reader who prefers the more down-to-earth formulation with rings and

modules should note that by Proposition 1.4.1 below the study of σ-modules

over B〈 zζr , z
−1} is equivalent to the study of σ-modules over B〈 zζr ,

ζqr

z 〉. More-

over, σ-modules over B{z, z−1} are of minor, mainly technical, interest in this

article. So it is safe to work with Definition 1.2.1 throughout.

We want to introduce a few operations on σ-modules. Let R be one of

the above B-algebras and let M and N be σ-modules over R. The tensor

product M ⊗ N is defined in the obvious way as the tensor product of the

underlying locally free modules M⊗RN with the isomorphism FM⊗N = FM ⊗
FN . Likewise symmetric and alternating powers are defined. The σ-module

(R, F = σ) is a unit object for the tensor product.

The inner hom Hom(M,N) is defined as the inner hom of the underlying

locally free modules H = HomR(M,N) together with FH : σ∗H ∼−→H, f 7→
FN ◦ f ◦ F−1

M . In particular the dual of a σ-module is defined as M∨ =

Hom
(
M, (R, σ)

)
. These definitions satisfy the usual compatibilities and make

the category of σ-modules over R into an additive rigid tensor category; see

[DM82]. It is Fq[[z]]-linear and even Fq((z))-linear if z is invertible in R. If in

Definition 1.2.1 we allow arbitrary finitely generated R-modules M instead of

only locally free ones and arbitrary morphisms FM : σ∗M → ι∗M instead of

only isomorphisms, we obtain an abelian category. The category of σ-modules

is a full subcategory of this abelian category.

Let n be a positive integer. Then

(M,FM ) 7−→ (M,FnM := FM ◦ σ∗FM ◦ · · · ◦ (σn−1)∗FM )

gives a functor from σ-modules over (R,Rσ) to σn-modules over (R,Rσn). We

will use this functor as a technical tool. To avoid confusion we will indicate in



PERIOD SPACES FOR HODGE STRUCTURES IN EQUAL CHARACTERISTIC 1255

the notation, like Homσ(M,N) versus Homσn(M,N), whether we talk about

σ-modules or σn-modules.

Definition 1.2.3. A short exact sequence of σ-modules over R
0→M ′ →M →M ′′ → 0

is a sequence of σ-modules such that the underlying sequence of R-modules is

exact. Note that this implies that the submodule M ′ ⊂ M is saturated. The

category of σ-modules with these short exact sequences is an exact category in

the sense of Quillen [Qui73, §2].

Definition 1.2.4. Let R ⊂ R′ be an inclusion of two B-algebras of the

above types (over the same B) and let M be a σ-module over R′. An R-

submodule N ⊂ M with N ⊗R R′ = M is called an R-lattice in M . We say

that N is F -stable if FM maps σ∗N into ι∗N . Clearly • ⊗R R′ is a faithful

Fq[[z]]-linear exact tensor functor from σ-modules over R to σ-modules over R′.

For later reference we record a special case of Lemma 3.6.2 from [Ked05],

which applies to more general situations than the one considered above. Specif-

ically, let R → R′ be an inclusion of principal ideal domains containing Fq
equipped with compatible morphisms σ : R → Rσ and σ : R′ → (R′)σ. Let

(M,FM ) be a σ-module over R (definition as in 1.2.1) and let N ′ be a satu-

rated σ-submodule of M ⊗R R′. We say that N ′ descends to R if there exists

a saturated σ-submodule N of M with N ′ = N ⊗R R′.

Lemma 1.2.5 ([Ked05, Lemma 3.6.2]). Let M be a σ-module over R and

let N ′ be a saturated σ-submodule of M ⊗R R′. Put d := rkR′ N
′. Then N ′

descends to R, if and only if the σ-submodule ∧dN ′ ⊂ (∧dM)⊗R R′ descends

to R.

Let C be a B-algebra which is itself an affinoid L-algebra, let RB be one

of the above B-algebras, and let RC be the corresponding C-algebra with the

same convergence behavior. Then there is a natural morphism RB → RC . It

gives rise to a pullback functor M 7→M ⊗RB RC from σ-modules over RB to

σ-modules over RC .

Regarding the local freeness of σ-modules, the following useful result is

proved in [Lüt77]. The precise statement which we shall need is best formu-

lated using Berkovich spaces. Recall from Appendix A.2 the definition of the

Berkovich space M(B) associated with the affinoid L-algebra B.

Lemma 1.2.6. Let M be a locally free B〈 zζr 〉-module (resp. B〈 zζr ,
ζr
′

z 〉-
module) of finite rank. Then there exists a finite collection of affinoid L-algebras

Bi ⊃ B defining affinoid subdomains, such that the pullback of M to Bi〈 zζr 〉

(resp. to Bi〈 zζr ,
ζr
′

z 〉) is free, and such that {M(Bi)}i is an affinoid covering

of M(B) in the sense of Definition A.2.3.
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Proof. Without the last assertion that {M(Bi)}i is an affinoid covering

of M(B) the statement for B〈 zζr 〉 was proved by Lütkebohmert [Lüt77, §1,

Satz 1]. We next treat B〈 zζr ,
ζr
′

z 〉. By [Lüt77, §1, Satz 2] the restriction of

M to SpB〈 z
ζr′
, ζ

r′

z 〉 is free locally on the base B. We can thus locally glue M

with a free sheaf on SpB〈 z
ζr′
〉 to a locally free sheaf of finite rank on SpB〈 zζr 〉.

Since the latter is free locally on the base by [Lüt77, §1, Satz 1], the same holds

for its restriction to SpB〈 zζr ,
ζr
′

z 〉 which is M . We thus obtain a collection of

affinoid L-algebras Bi ⊃ B defining affinoid subdomains and trivializing M .

It remains to show that {M(Bi)}i is an affinoid covering of M(B). For

this we may have to enlarge theM(Bi). This is achieved by the following well

known lemma applied to C = L〈 zζr 〉 and A = Bi. �

Lemma 1.2.7 (Compare [Lüt77, Lemma, p. 128] or [Ger77, §2, Lemma 4]).

Let B and C be affinoid L-algebras and let M be a locally free B⊗̂LC-module of

finite rank. Let A ⊃ B be an affinoid L-algebra defining an affinoid subdomain,

such that the pullback of M to A⊗̂LC is free. Then there exists an affinoid

L-algebra A′ with B ⊂ A′ ⊂ A such that the pullback of M to A′⊗̂LC is likewise

free and M(A) lies in the open interior of M(A′) in M(B).

Proof. This lemma is well known but not well documented in the litera-

ture. Therefore we include a proof. Since B ⊂ A is dense, the same is true for

M ⊂M ′′ := M ⊗B⊗̂C A⊗̂LC. Let f ′′1 , . . . , f
′′
n be a basis of M ′′ over A⊗̂LC and

approximate f ′′i by fi ∈M . Write fj =
∑

i dijf
′′
i with dij ∈ A⊗̂LC. If each fi is

close enough to f ′′i , then the matrix (dij) is close to Idn, hence invertible. Thus

we may assume that also the fi form a basis of M ′′ over A⊗̂LC. Let N ⊂ M

be the B⊗̂LC-submodule generated by the fi. By [BGR84, Prop. 9.5.2/4] the

quotient M/N is supported on a Zariski-closed subset Z ⊂ M(B⊗̂LC) which

is disjoint from M(A⊗̂LC). Outside Z the map (B⊗̂LC)⊕n →M sending the

basis vectors to the fi is an isomorphism (by Nakayama’s Lemma applied to

its kernel). SinceM(B⊗̂LC) is compact, the image Y of Z inM(B) is closed.

Therefore M(B) r Y ↪→M(B) is an open immersion and a closed morphism

in terms of [Ber93, Example 1.5.3(ii)] whose image contains from M(A). By

Temkin [Tem00, Th. 5.1] we find an affinoid L-algebra B ⊂ A′ ⊂ A with

M(A′) ⊂M(B)rY such thatM(A) lies in the open interior ofM(A′) inside

M(B). Then M(A′⊗̂LC) ⊂M(B⊗̂LC) r Z and this proves the lemma. �

Example 1.2.8. Let us give the following fundamental examples of σ-

modules. We denote the σ-module (R, F = σ) by O(0). Next assume that

z is invertible in R. For every integer d we define the σ-module O(d) over R
as (R, F = z−d ·σ). For more examples let d and n be relatively prime integers



PERIOD SPACES FOR HODGE STRUCTURES IN EQUAL CHARACTERISTIC 1257

with n > 0. Consider the matrix

(1.1) Ad,n :=


0 0 z−d

1 0

0

0 0 1 0

 ∈ GLn(R).

Let Fd,n = (Rn, F = Ad,n · σ). It is a σ-module of rank n over R. As a special

case if n = 1 we obtain Fd,1 = O(d). We will say that a basis of Fd,n over R
is a standard basis if F is of the form Ad,n · σ with respect to this basis.

Since we did not want to overload the notation, the ring R over which

these σ-modules are living is not visible in the symbols. We will compensate

for this by always specifying over which R we consider the σ-modules O(d)

and Fd,n.

Let k be an algebraically closed field containing Fq. As mentioned after

Definition 1.2.1 we may consider σ-modules over k((z)). The following theorem

proved by Laumon [Lau96, Th. 2.4.5] is the analog of the Dieudonné-Manin

classification [Man63] of isocrystals over an algebraically closed field.

Theorem 1.2.9. Every σ-module over k((z)) is isomorphic to a direct

sum
⊕`

i=1Fdi,ni where the di and ni are integers with ni > 0 and (di, ni) = 1.

The pairs (di, ni) are uniquely determined up to permutation.

Corollary 1.2.10. Every σ-module of rank 1 over k((z)) is isomorphic

to O(d) for a uniquely determined integer d. �

Proposition 1.2.11. If d
n 6=

d′

n′ , then the σ-modules Fd,n over k((z))

satisfy Homσ(Fd,n,Fd′,n′) = 0.

Proof. Let f ∈ Homσ(Fd,n,Fd′,n′) with f 6= 0. Then f corresponds to a

nonzero matrix A ∈Mn′×n
(
k((z))

)
satisfying Ad′,n′ ·Aσ = A·Ad,n. In particular

z−d
′nAσ

nn′
= Ad′,n′ · . . . ·Aσ

nn′−1

d′,n′ ·Aσ
nn′

= A ·Ad,n · . . . ·Aσ
nn′−1

d,n = z−dn
′
A .

Since A has finite principal part this is only possible if d′n = dn′, that is if
d
n = d′

n′ . �

1.3. F -invariants. Let again R be a B-algebra of the above type.

Definition 1.3.1. Let M be a σ-module over R. We define the set of

F -invariants of M as

MF (B) := { x ∈M : FM (σ∗x) = x } ,
where we denote by σ∗x := x⊗1 the image of x under M → σ∗M = M⊗R,σRσ.

In fact MF (B) is a module over the ring O(0)F (B) = {y ∈ R : yσ = y}.
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Proposition 1.3.2. Assume that B has no nontrivial idempotents. Then

(a) O(0)F (B) = Fq[[z]] if z ∈ R, z−1 /∈ R.

(b) O(0)F (B) = Fq((z)) if z, z−1 ∈ R.

(c) O(0)F (B) = Fq[z−1] if z−1 ∈ R, z /∈ R.

Proof. By definitionO(0)F(B) consists of all Laurent series y=
∑∞

i=−∞biz
i

∈ R with bqi = bi; that is, bi ∈ Fq since we have assumed that B has no non-

trivial idempotents. In particular |bi| = 1 if bi 6= 0. Observing the convergence

conditions for R which are imposed on y the claim follows. �

Again it would be more accurate to formulate this definition in terms

of sheaves. One proceeds as follows. Denote by π∗ (respectively by π̃∗) the

functor from R-modules (respectively Rσ-modules) to B-modules coming from

the inclusion B ⊂ R (respectively B ⊂ Rσ). Denote by σ∗ the functor from

Rσ-modules to R-modules coming from σ : R → Rσ. It is right adjoint to σ∗.

From the commutativity of the diagram

B � � //

σB
��

R

σ
��

B � � // Rσ

with σB : b 7→ bq we obtain π∗σ∗ = (σB)∗π̃∗. By adjunction the morphism

FM : σ∗M ∼−→ ι∗M induces a morphism σ∗FM : M → σ∗ι
∗M of Rσ-modules

and further a morphism π∗σ∗FM : π∗M → π∗σ∗ι
∗M of B-modules. On the

other hand the inclusion ι : R → Rσ yields a morphism i : π∗M → π̃∗ι
∗M of

B-modules.

Now the B-module π∗M defines a sheaf of abelian groups on the étale

site Xét of the rigid analytic space X = SpB (see Appendix A.3). Namely for

any étale morphism f : Y → X we set W (π∗M)(Y ) = Γ(Y, f∗π∗M). In the

same manner we obtain W (π̃∗ι
∗M) and W (σB∗π̃∗ι

∗M). Note that the last two

sheaves are equal as sheaves of abelian groups (since σB only changes on them

the scalar multiplication by B). Therefore we can consider the morphism of

sheaves of abelian groups on Xét

W (π∗σ∗FM )−W (i) : W (π∗M)→W (π̃∗ι
∗M) .

Definition 1.3.3. We define the étale sheaves MF and MF on Xét as the

kernel and the cokernel of W (π∗σ∗FM )−W (i) in the category of étale sheaves

of abelian groups on Xét. They are sheaves of Fq[[z]]-modules if z ∈ R (and

even Fq((z))-modules if z is invertible in R).

Clearly MF (SpB) coincides with MF (B) from Definition 1.3.1 since as

usual the “presheaf kernel” already is a sheaf. In the special case where B = L
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we find for the cokernel

MF (L) = ι∗M/{FM (σ∗x)− x : x ∈M } .

Thus for any σ-module M over L{z, z−1} the Fq((z))-vector spaces MF (L)

and MF (L) are precisely the ones which were denoted H0(M) and H1(M) in

[HP04].

By the snake lemma every short exact sequence 0→M ′ →M →M ′′ → 0

of σ-modules over R gives rise to a long exact sequence

0 −→ (M ′)F −→MF −→ (M ′′)F −→M ′F −→MF −→M ′′F −→ 0 .

Indeed for R = B[[z]], B[[z]][z−1], B〈 zζr 〉, B〈
z
ζr 〉[z

−1], B〈 ζ
r′

z 〉, B〈
z
ζr ,

ζr
′

z 〉 the

functors π∗ and π̃∗i
∗ are exact by Definition 1.2.1. Also for R = B〈 zζr , z

−1},

B{z, ζ
r′

z 〉, B{z, z
−1}, B{z} the functors π∗ and π̃∗i

∗ are exact by [Kie67, Th. A]

because the rigid analytic spaces associated with these B-algebras are relative

Stein spaces over SpB.

Let M and N be σ-modules over the B-algebra R. Then Homσ(M,N) =(
Hom(N,M)

)F
(B) by definition. We further define

Extσ(N,M) :=
(
Hom(N,M)

)
F

(B) .

The following proposition is proved by standard homological arguments as in

[HP04, Prop. 2.4].

Proposition 1.3.4. Let R be one of the above B-algebras for B = L

and let M and N be σ-modules over R. Then the group Extσ(N,M) classifies

extensions (short exact sequences) of σ-modules

0→M → E → N → 0

up to isomorphisms of short exact sequences that are the identity on M and N .

�

Let us remark that the proposition (and its proof) also hold for general

B but we will not need this here.

Proposition 1.3.5. Let M be a σ-module over B〈 zζ 〉[z
−1] which contains

an F -stable B〈 zζ 〉-lattice N . Then the natural morphism

(a) MF ∼−→
(
M ⊗B〈 zζ , z

−1}
)F

is an isomorphism and

(b) MF
⊂−→

(
M ⊗B〈 zζ , z

−1}
)
F

is injective.

If moreover F : σ∗N → N is an isomorphism, then the natural morphism

(c) MF ∼−→
(
M ⊗B[[z]][z−1]

)F
is an isomorphism.

(d) The sheaves
(
N ⊗ B[[z]]/(zm)

)F
form a local system (A.4.4) of Fq[[z]]-

lattices on the rigid analytic space SpB. The sheaf
(
N ⊗B[[z]]

)F
is the

projective limit of
((
N ⊗B[[z]]/(zm)

)F)
m∈N0

.
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Proof. Working locally on B we may by Lemma 1.2.6 choose a basis of N

and write F with respect to this basis as a matrix A ∈Mn

(
B〈 zζq 〉

)
.

To prove (a) note that the injectivity is obvious and the surjectivity follows

from Lemma 1.1.5.

To prove (b) it suffices to show that for any étale affinoid B-algebra C

and for any vector v ∈ M ⊗ C〈 zζ 〉[z
−1] which satisfies v = w − F (σ∗w) for

some w ∈M⊗C〈 zζ , z
−1}, already w ∈M⊗C〈 zζ 〉[z

−1]. Again this follows from

Lemma 1.1.5.

In (c) the injectivity is obvious. To prove the surjectivity let x ∈ B[[z]]n

satisfy x = Axσ. Since A ∈ GLn
(
B〈 zζq 〉

)
by assumption, x ∈ B〈 zζ 〉

n by

Lemma 1.1.4.

To prove (d) write A =
∑

j≥0Ajz
j . Then for any étale affinoid B-algebra

C we obtain

(
N ⊗B[[z]]

)F
(C) =

{ ∞∑
i=0

xiz
i : xi ∈ C n, xi =

i∑
j=0

Ajx
σ
i−j for all i ≥ 0

}
and(
N ⊗B[[z]]/(zm)

)F
(C) =

{m−1∑
i=0

xiz
i : xi ∈ C n, xi =

i∑
j=0

Ajx
σ
i−j

for all i = 0, . . . ,m− 1
}
.

Thus
(
N ⊗ B[[z]]

)F
= lim
←−
m

(
N ⊗ B[[z]]/(zm)

)F
. The remaining assertions are a

consequence of the following lemma. �

Lemma 1.3.6. Assume that B is connected. Let m ∈ N0 and let N be

a locally free B[[z]]/(zm)-module of rank n, equipped with an isomorphism F :

σ∗N → N . Then there exists a finite étale connected B-algebra Bm such that

NF (Bm) is a free Fq[[z]]/(zm)-module of rank n. Moreover there is a natural

isomorphism

NF (Bm)⊗Fq [[z]]/(zm) Bm[[z]]/(zm) ∼−→N ⊗B[[z]]/(zm) Bm[[z]]/(zm) .

Proof. This is proved in [BH07, §2]. It is the analog of the fact that a

finite étale group scheme is trivialized by a finite étale covering space. See

[BH07, Th. 2.5] for details. �

Although the sheaves MF and MF will serve us well in this chapter,

the above notion of F -invariants is not the most useful for σ-modules over

B〈 zζ 〉[z
−1] or B[[z]][z−1]. The reason for this is that unless B = L, the sheaf

MF will in general be the zero sheaf as the following example shows.
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Let A =
∑∞

j=0Ajz
j ∈ GLn

(
B[[z]][z−1]

)
and (M,FM ) =

(
B[[z]][z−1]n, A·σ

)
.

Then for any affinoid étale B-algebra C

MF (C) =
{ ∞∑
i=0

xiz
i : xi ∈ Cn with xi =

i∑
j=0

Ajx
σ
i−j for all i

}
⊗Fq [[z]] Fq((z)) .

Even if A ∈ GLn
(
B〈 zζq 〉

)
and a matrix Φ ∈ GLn(C) exists with Φ = A0Φσ we

have to solve infinitely many Artin-Schreier equations

(Φ−1xi)− (Φ−1xi)
σ =

i∑
j=1

(Φ−1AjΦ
σ)(Φ−1xi−j)

σ .

Unless C = L or |Φ−1xi| < 1 for i � 0 we cannot hope to find all solutions

xi ∈ Cn. But the expected convergence condition for
∑
xiz

i is |xiζi| → 0, so

that we will find |Φ−1xi| < 1 for i� 0 only in rare cases.

It seems more meaningful to work with the local system

TzN :=
((
N ⊗B[[z]]/(zm)

)F)
m∈N0

of Fq[[z]]-lattices on SpB from Proposition 1.3.5 (d) instead. We call TzN the

Tate module of N . These local systems give rise to Galois representations

exactly like the Tate module of a p-divisible group or abelian variety. See

Section 2.1 and Appendix A.4 for more on this subject. We want to end this

discussion by noting the following analog of Katz’s [Kat73, Prop. 4.1.1].

Proposition 1.3.7. The functor M 7→ TzM from the category of σ-mod-

ules over B[[z]] to the category of local systems of Fq[[z]]-lattices on SpB is an

Fq[[z]]-linear exact tensor equivalence.

Proof. Linearity and compatibility with tensor products are clear. The

full faithfulness follows from Lemma 1.3.6. The inverse functor is constructed

as follows. Let F be a local system of Fq[[z]]-lattices on SpB. For every

m, the sheaf F/zmF of Fq[[z]]/(zm)-modules is trivialized by a finite étale

Galois covering SpBm → SpB; compare Proposition A.4.5. The coherent

sheaf F/zmF⊗Fq [[z]]/(zm)OSpBm is equipped with the Frobenius F = id⊗σ and

the Galois action γ(f⊗b) = γ−1(f)⊗γ∗(b) for γ ∈ Gal(Bm/B). It descends to

a locally free B[[z]]/(zm)-module Nm with an isomorphism Fm : σ∗Nm
∼−→Nm.

Clearly the (Nm, Fm) are compatible and their projective limit is the desired

σ-module over B[[z]].

To prove exactness let 0→M ′ →M →M ′′ → 0 be an exact sequence of

σ-modules over B[[z]]. We have to show that the associated sequence of sheaves

on (SpB)ét

0 −→ (M ′mod zm)F −→ (M mod zm)F −→ (M ′′mod zm)F −→ 0
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is exact for all m ∈ N0. Since this property is local on B we may choose bases

of M ′, M , and M ′′ such that

FM ′ = A′ · σ , FM ′′ = A′′ · σ and FM =

(
A′ Ã

0 A′′

)
· σ

for A′ ∈ GLn′
(
B[[z]]

)
, A′′ ∈ GLn′′

(
B[[z]]

)
and Ã ∈ Mn′×n′′

(
B[[z]]

)
. In this pre-

sentation only the exactness on the right is nonobvious. So let C be an affinoid

étale B-algebra and let
∑m−1

i=0 yiz
i ∈ (M ′′mod zm)F (C). It suffices to find a

finite étale C-algebra C̃ and xi ∈ C̃n
′

with
∑m−1

i=0

(
xi
yi

)
zi ∈ (M mod zm)F (C̃).

This amounts to solving the finite étale equations

xi −A′0xσi =

i∑
j=1

A′jx
σ
i−j +

i∑
j=0

Ãjy
σ
i−j

for i = 0, . . . ,m− 1 which clearly can be accomplished. �

1.4. Results on σ-bundles and supplements. In this section we review the

main results from [HP04], where the term σ-bundle was used for what here is

called a σ-module over L{z, z−1}. Let r be a positive rational number.

Proposition 1.4.1. (a) The functor from the category of σ-modules

over B〈 zζr , z
−1} to the category of σ-modules over B〈 zζr ,

ζqr

z 〉, M 7→
M ⊗B〈 zζr ,

ζqr

z 〉 is an exact equivalence of rigid tensor categories.

(b) The functor from the category of σ-modules over L{z, z−1} to the cat-

egory of σ-modules over L〈 zζr ,
ζqr

z 〉, M 7→ M ⊗ L〈 zζr ,
ζqr

z 〉 is an exact

equivalence of rigid tensor categories.

Proof. We first prove (a). To prove essential surjectivity, let M be a

σ-module over B〈 zζr ,
ζqr

z 〉. The isomorphism F : σ∗M ⊗ B〈 zζqr ,
ζqr

z 〉
∼−→M ⊗

B〈 zζqr ,
ζqr

z 〉 allows us to glue the B〈 zζr ,
ζqr

z 〉-module M with the B〈 zζqr ,
ζq

2r

z 〉-

module M ⊗
B〈 z

ζr
, ζ
qr

z
〉, σ B〈

z
ζqr ,

ζq
2r

z 〉 to a σ-module M1 over B〈 zζr ,
ζq

2r

z 〉. We

continue in this way and obtain a σ-module over B〈 zζr , z
−1}.

To prove full faithfulness, let M and N be σ-modules over B〈 zζr , z
−1}. Let

f : M → N be a morphism of σ-modules, that is f ◦FM = FN ◦σ∗f . Therefore

the restriction of f to B〈 zζqr ,
ζq

2r

z 〉 is uniquely determined by the restriction of

σ∗f to B〈 zζqr ,
ζq

2r

z 〉, hence by the restriction of f to B〈 zζr ,
ζqr

z 〉. An iteration

of this argument yields full faithfulness. Clearly the functor is also compatible

with tensor products and internal Homs; that is, it is a tensor functor, and

maps short exact sequences to short exact sequences.
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To prove (b) we also must go in the direction |z| → 1. Note that σ :

L{z, z−1} → L{z, z−1} is an isomorphism. So we can consider (σ−1)∗M and

(σ−1)∗F : M ⊗ L〈 zζr ,
ζr

z 〉
∼−→(σ−1)∗M ⊗ L〈 zζr ,

ζr

z 〉 .

This allows us to glue the L〈 zζr ,
ζqr

z 〉-module M with the L〈 z
ζr/q

, ζ
r

z 〉-module

(σ−1)∗M to a σ-module M ′1 over L〈 z
ζr/q

, ζ
qr

z 〉. With this building stone the

proof continues as the proof of (a) above. �

In view of (b) the results from [HP04] are as follows.

Theorem 1.4.2 ([HP04, Th. 11.1 and Cor. 11.8]). Every σ-module over

L〈 zζ , z
−1} is isomorphic to a direct sum

⊕`
i=1Fdi,ni , where the di and ni are

integers with ni > 0 and (di, ni) = 1 (and Fdi,ni as defined in Example 1.2.8).

The pairs (di, ni) are uniquely determined up to permutation.

Kedlaya pointed out the parallel between Theorems 1.2.9 and 1.4.2 in the

case of mixed characteristic by giving a simultaneous proof for both; [Ked05,

Th. 4.5.7]. The same could be done in our situation. Note however that the

proof of Theorem 1.2.9 obtained in this way is much more complicated than

the standard proof ([Lau96]; or in mixed characteristic [Man63]).

Corollary 1.4.3. Every σ-module of rank 1 over L〈 zζ , z
−1} is isomor-

phic to O(d) for a uniquely determined integer d. �

Proposition 1.4.4 ([HP04, Props. 3.1 and 5.1]). For every α ∈ L there

exists an fα ∈ L{z, z−1} satisfying fα = z−1(fα)σ with simple zeroes at αq
ν

for ν ∈ Z and no other zeroes. For the σ-module O(d) over L{z, z−1} we have

O(d)F (L) =



(0) if d < 0 ,

Fq((z)) if d = 0 ,{∑
ν∈Z

z−dν
d−1∑
j=0

zjuq
ν

j : uj ∈ L, |uj | < 1
}

= Fq((z)) ·
{∏d

i=1 fαi : αi ∈ L , |ζq| < |αi| ≤ |ζ|
}

if d > 0 .

Proof. The assertion on O(d)F (L) is demonstrated in the proof of [HP04,

Th. 5.4]. �

Proposition 1.4.5 ([HP04, Props. 8.5, 8.6, and 8.8]). The σ-modules

Fd,n over L〈 zζ , z
−1} satisfy

(a) dimFq [[z]] Homσ(Fd,n,Fd′,n′) =


∞ if d/n < d′/n′ ,

n2 if d/n = d′/n′ ,

0 if d/n > d′/n′ .
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(b) dimFq [[z]] Extσ(Fd,n,Fd′,n′) =

{
0 if d/n ≤ d′/n′ ,
∞ if d/n > d′/n′ .

(c) Endσ(Fd,n) is the central division algebra over Fq((z)) of dimension n2

and Hasse invariant − d
n modZ.

1.5. Slopes and polygons. As remarked above we may also consider σ-mod-

ules over k((z)) for arbitrary fields k ⊃ Fq. For such a field we let k ⊃ k be

some algebraically closed extension. What follows does not depend on the

choice of k.

Definition 1.5.1. Let M be a σ-module of rank 1 over L〈 zζ , z
−1} (or over

k((z))). We define the degree degM of M as the unique integer d from Corol-

lary 1.4.3 (respectively Corollary 1.2.10) such that M ⊗L〈 zζ , z
−1} ∼= O(d) over

L〈 zζ , z
−1} (respectively M ⊗ k((z)) ∼= O(d) over k((z))). For a σ-module M of

rank n over L〈 zζ , z
−1} or over k((z)) we define degM := deg∧nM . Also, we

define the slope of M as

λ(M) := − degM

rkM
.

For example the σ-modules Fd,n over L〈 zζ , z
−1} (and also over k((z))) from

Example 1.2.8 have degree degFd,n = d and slope λ(Fd,n) = − d
n . The degree

is additive in short exact sequences (see [HP04, Prop. 6.1]).

Note that compared to [HP04] the definitions of degree of a σ-module M

over L〈 zζ , z
−1} coincide whereas the slope is the negative of what was called

the weight of M in [HP04]. Compared to [Ked05] the definitions of slope are

the same whereas the definitions of degree differ by their sign. This difference

lies in the fact that the terminology of [HP04] is “geometric”, expressing the

analogy with the stability of vector bundles, and the terminology of [Ked05]

is “arithmetic”, owing to the fact that the Dieudonné module of a p-divisible

group has slopes 0 and 1. We have chosen our (maybe) unnatural definitions

here because on the one hand we wanted to be consistent with [HP04] through

the term “degree”, and on the other hand our applications through the notion

of “slope” are of arithmetic nature.

Definition 1.5.2. A σ-module M over L〈 zζ , z
−1} or over k((z)) is called

semistable (respectively stable) if λ(N) ≥ λ(M) (respectively λ(N) > λ(M))

for any nonzero σ-submodule N of M .

Note that a direct sum of semistable σ-modules of the same slope is again

semistable. Using the additivity of degree and rank in short exact sequences

one shows as usual that M is (semi-)stable if and only if for any quotient

σ-module N of M the inequality λ(N) < λ(M) (respectively λ(N) ≤ λ(M))

holds.
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In order to define the Harder-Narasimhan polygon of a σ-module we first

recall the following:

Definition 1.5.3. To a multiset S of n real numbers one defines the Newton

polygon of S to be the graph of the piecewise linear function on [0, n] sending

0 to 0, whose slope on [i − 1, i] is the i-th smallest element of S. One calls

the point on the graph corresponding to the image of n the endpoint of the

polygon. Conversely for every such graph one defines its slope multiset as the

slopes of the piecewise linear function on [i− 1, i] for i = 1, . . . , n.

One Newton polygon P lies above another Newton polygon P ′ if both

have the same endpoint and if no vertex of P lies below the polygon P ′. In

this case one writes P ≥ P ′.
Given Newton polygons P1, . . . , Pm, one defines their sum P1 + · · ·+ Pm

as the Newton polygon whose slope multiset is the union of the slope multisets

of P1, . . . , Pm.

Definition 1.5.4. Let M be a σ-module over L〈 zζ , z
−1} or over k((z)). A

semistable filtration of M is a filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M of

M by saturated σ-submodules, such that the successive quotients Mi/Mi−1

are semistable of some slope si. A Harder-Narasimhan filtration (short HN-

filtration) of M is a semistable filtration with s1 < · · · < s`.

Lemma 1.5.5 (Compare [And09, Prop. 4.2.2]). An HN-filtration is unique

if it exists.

Proof. Let 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M and 0 = M ′0 ⊂ M ′1 ⊂ · · · ⊂
M ′`′ = M be HN-filtrations. Assume that λ(M1) ≤ λ(M ′1) and let 1 ≤ i ≤ `′ be

the minimal index for which M1 ⊂M ′i . Then M1 6⊂M ′i−1 and M1/(M1∩M ′i−1)

is both a nonzero quotient σ-module of M1 and a σ-submodule of M ′i/M
′
i−1. By

semistability its slope λ satisfies λ(M1) ≥ λ ≥ λ(M ′i/M
′
i−1) ≥ λ(M ′1). Hence

λ(M1) = λ(M ′1) and i = 1; that is, M1 ⊂M ′1. Now conversely λ(M ′1) = λ(M1)

implies M ′1 ⊂M1. Thus M1 = M ′1 and the lemma follows by induction. �

Definition 1.5.6. Let M be a σ-module over L〈 zζ , z
−1} or over k((z)). With

any semistable filtration 0 = M0 ⊂M1 ⊂ · · · ⊂M` = M of M we associate the

multiset consisting of the slope λ(Mi/Mi−1) with multiplicity rkMi/Mi−1 for

all i = 1, . . . , `. We call this multiset the slope multiset of the filtration, and we

call the corresponding Newton polygon the slope polygon of the filtration. If M

has an HN-filtration, we call its slope multiset the Harder-Narasimhan slope

multiset (short HN-slope multiset) of M , and its slope polygon the Harder-

Narasimhan polygon (short HN-polygon) of M .

If M is a σ-module over L〈 zζ 〉[z
−1], we call the HN-polygon of M ⊗L((z))

the generic HN-polygon of M , and we call the HN-polygon of M ⊗ L〈 zζ , z
−1}
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the special HN-polygon of M . The same naming is chosen for HN-filtrations

and HN-slopes.

The latter names were coined and motivated by Kedlaya [Ked05, §7.3] in

mixed characteristic and adopted here to emphasize the analogy between equal

and mixed characteristic.

The ultimate goal of this chapter, the Slope Filtration Theorem, character-

izes the (special) HN-filtration of a σ-module over L〈 zζ , z
−1} (Theorem 1.7.7)

and says that the (special) HN-polygon does not change under passing from

L〈 zζ , z
−1} to L〈 zζ , z

−1} (see Corollary 1.7.8). As in [Ked05] the relation be-

tween σ-modules over L〈 zζ , z
−1} and L〈 zζ , z

−1} is quite complicated. Therefore

we too will have to make a detour via L((z)), where the comparison of HN-

polygons is much easier (see Corollary 1.5.11). Since we may not yet use the

assertion of the Slope Filtration Theorem we temporarily make the following

definition.

Definition 1.5.7. Let M be a σ-module over L〈 zζ , z
−1} or over k((z)). We

call the HN-slopes and the HN-polygon of M ⊗ L〈 zζ , z
−1} (respectively M ⊗

k((z))) the absolute HN-slopes and the absolute HN-polygon of M . We say

that M is isoclinic of slope s if the absolute HN-slopes of M are all equal to s.

This means that M ⊗ L〈 zζ , z
−1} (respectively M ⊗ k((z))) is isomorphic to a

direct sum of Fd,n for s = − d
n with (d, n) = 1 by Theorem 1.4.2 (respectively

Theorem 1.2.9). If B is an affinoid L-algebra, we call a σ-module M over

B〈 zζ , z
−1} isoclinic if at every analytic point x ∈M(B) (see Definition A.2.1)

the σ-module M ⊗ ̂κ(x)alg〈 zζ , z
−1} is isoclinic of the same slope.

A σ-module M over B〈 zζ 〉[z
−1] is called isoclinic if at every analytic point

x ∈M(B) the σ-module M ⊗ κ(x)((z)) is isoclinic of the same slope.

As a justification of the latter definition we will see in Proposition 1.6.6

below that if a σ-module M over B〈 zζ 〉[z
−1] is isoclinic, then also M⊗B〈 zζ , z

−1}
is isoclinic of the same slope.

Lemma 1.5.8. Any isoclinic σ-module M over L〈 zζ , z
−1} or over k((z)) is

semi-stable.

Proof. Let M ⊗ L〈 zζ , z
−1} ∼= F⊕md,n (respectively M ⊗ k((z)) ∼= F⊕md,n ) with

λ(M) = − d
n and let N ⊂ M be a σ-submodule. Then N ⊗ L〈 zζ , z

−1} ∼=⊕
iFdi,ni by Theorem 1.4.2 (respectively N ⊗ k((z)) ∼=

⊕
iFdi,ni by Theo-

rem 1.2.9). From Proposition 1.4.5 (respectively Proposition 1.2.11) we con-

clude di
ni
≤ d

n (respectively di
ni

= d
n) for all i. This implies degN =

∑
i di ≤

d
n ·
∑

i ni = −λ(M) · rkN as desired. �
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Let us gather a few facts about the generic and special HN-polygons. We

start with the generic HN-polygon. Let k ⊃ Fq be a field and let k be some

algebraically closed extension of k. First of all there is no need to distin-

guish between generic and generic absolute HN-polygons due to the following

proposition. As a preparation we need a lemma.

Lemma 1.5.9. Let M be a σ-module over k((z)) such that all slopes of

M ′ = M⊗k((z)) are nonnegative. Then M contains an F -stable k[[z]]-lattice N .

Proof. By Theorem 1.2.9, M ′ is a direct sum with summands of the form

Fd,n for d ≤ 0. In this presentation the standard basis vectors of the Fd,n
generate an F -stable k[[z]]-lattice in M ′. Its intersection with M gives the

desired lattice in M . (Compare [Ked05, 5.1.2].) �

Proposition 1.5.10. Let M be a σ-module over k((z)). Then there exists

a uniquely determined filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M of M by

σ-submodules over k((z)) with the following properties :

(a) For i = 1, . . . , ` the σ-module Mi/Mi−1 is isoclinic of some slope si,

(b) s1 < · · · < s`.

It is the HN-filtration of M . Moreover, if k is perfect this filtration splits

canonically and yields the slope decomposition M ∼=
⊕`

i=1Mi/Mi−1.

Proof. Let M ⊗k((z)) k((z)) ∼=
⊕`

j=1F
⊕mj
dj ,nj

be the decomposition from The-

orem 1.2.9. We may assume that the slopes si := − di
ni

satisfy condition (b).

Put Mi :=
⊕i

j=1F
⊕mj
dj ,nj

. Then Mi/Mi−1 is isoclinic of slope si. By induction

on ` it suffices to descend M1 to k((z)). Choose a k((z))-basis e1, . . . , en of M

and let A ∈ GLn
(
k((z))

)
be the matrix by which FM acts on this basis.

1. We first claim that M1 descends to ksep((z)), where ksep is the sepa-

rable closure of k in k. By Lemma 1.2.5 it suffices to treat the case where

dimk((z))M1 = 1 and hence s1 ∈ Z. By twisting with O(s1) we may then as-

sume that s1 = 0. So by Lemma 1.5.9, M contains an F -stable k[[z]]-lattice

and we may assume that the basis e1, . . . , en is in fact a k[[z]]-basis of that

lattice. This implies A =
∑∞

ν=0Aνz
ν ∈ Mn

(
k[[z]]

)
. Let v ∈ M ⊗k((z)) k((z)) be

a generator of M1 satisfying FM (σ∗v) = v and let x ∈ k((z))n be its coordinate

vector with respect to the above basis. After multiplication with a power of z

we have x =
∑∞

µ=0 xµz
µ ∈ k[[z]]n with xµ ∈ k

n
. The equation FM (σ∗v) = v

implies
µ∑
ν=1

Aνx
σ
µ−ν = xµ −A0x

σ
µ for all µ ≥ 0 .

This is an étale equation for the components of xµ and by induction on µ we

obtain xµ ∈ (ksep)n. Thus M1 descends to ksep((z)) as claimed.
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2. There are two things left to be proven. Firstly we have to show that the

σ-submodule M1 = F⊕m1
d1,n1

⊂M⊗ksep((z)) further descends to k((z)). Secondly,

if k is perfect and k := ksep we must prove that the σ-submodules F⊕mjdj ,nj

descend to k((z)). Thus let N := F⊕mjdj ,nj
⊂M ⊗k((z)) k

sep((z)). By Lemma 1.2.5

we may assume that N has dimension 1; that is, mj = nj = 1, and N is

generated by a vector v =
∑

i xiei with xi ∈ ksep((z)) satisfying F (σ∗v) = zdjv.

Without loss of generality we have x1 6= 0 and we set w := x−1
1 v. Now let

γ ∈ Gal(ksep/k). Then F (σ∗vγ) = zdjvγ and vγ belongs to N , that is vγ = α v

for some α ∈ ksep((z)). In particular wγ = αx1/x
γ
1 ·w. Since the first coordinate

of w with respect to e1, . . . , en is 1 we infer αx1/x
γ
1 = 1 and wγ = w. Thus

w ∈M and N descends to k((z)) as desired. (Compare [Ked05, 5.3.1].) �

Corollary 1.5.11. Let M be a σ-module over k((z)). Then the HN-

filtration of M , tensored up to k((z)), gives the HN-filtration of M ⊗ k((z)).

Proof. The characterization of the HN-filtration given in Proposition 1.5.10

is stable under base change. �

Although we will not need it in the sequel the reader should note the

following analog of the theorem of Grothendieck-Katz [Kat79] which is proved

for instance in [RR96, Th. 3.6].

Theorem 1.5.12. Let A be an Fq-algebra and let M be a σ-module of

rank n over A[[z]][z−1]. Let P be the graph of a continuous real valued function

on [0, n] which is linear between successive integers. Then the set of points in

SpecA at which the HN-polygon of M lies above P is Zariski closed.

The following tool will be useful for determining the generic HN-polygon.

Lemma 1.5.13. Let M be a σ-module over k((z)). Suppose M has a basis

on which F acts by a matrix A ∈ GLn
(
k((z))

)
which satisfies AD−1 − Idn ∈

Mn

(
z k[[z]]

)
for some diagonal matrix D ∈ GLn

(
k((z))). Then the generic HN-

slopes of M are equal to ordzDνν , where Dνν are the diagonal entries of D.

Proof. There is no harm in multiplying both A and D by the same power

of z. Thus we may assume A,D ∈Mn

(
k[[z]]

)
. We construct a sequence of ma-

trices U` ∈ GLn
(
k[[z]]

)
with U0 = Idn, U`+1 ≡ U` mod z`+1, and U−1

` AUσ` D
−1 ≡

Idn mod z`+1. Then the limit U of the U` satisfies U−1AUσ = D, proving the

lemma.

By assumption the conditions are satisfied for ` = 0. Suppose U` has been

constructed. Put V = U−1
` AUσ` D

−1 − Idn ∈ Mn

(
z`+1k[[z]]

)
. Define a matrix

W whose entry Wµν for each µ and ν is a solution of the congruence

Wµν −DµµW
σ
µνD

−1
νν ≡ Vµν mod z`+2



PERIOD SPACES FOR HODGE STRUCTURES IN EQUAL CHARACTERISTIC 1269

with Wµν , DµµW
σ
µνD

−1
νν ∈ z`+1k[[z]]. Such a solution exists because k is alge-

braically closed. Depending on ordz(DµµD
−1
νν ) one has to solve either a linear

equation, an Artin-Schreier equation or extract a q-th root over k. Then both

W and DW σD−1 belong to Mn

(
z`+1k[[z]]

)
. Put U`+1 = U`(Idn +W ). Then

U`+1 ∈ GLn
(
k[[z]]

)
satisfies U`+1 ≡ U` mod z`+1 and

U−1
`+1AU

σ
`+1D

−1 = (Idn +W )−1U−1
` AUσ` (Idn +W )σD−1

= (Idn +W )−1U−1
` AUσ` D

−1(Idn +DW σD−1)

= (Idn +W )−1(Idn +V )(Idn +DW σD−1)

≡ Idn−W + V +DW σD−1

≡ Idn mod z`+2 .

Thus we obtain U`+1 as desired and the lemma follows. (Compare [Ked05,

5.2.6].) �

Next let us turn towards σ-modules over L〈 zζ , z
−1} and the special HN-

polygon.

Proposition 1.5.14 ([HP04, Props. 6.3 and 8.2]). The σ-modules Fd,n
over L〈 zζ , z

−1} are stable. The σ-modules F⊕md,n and in particular O(d)⊕m over

L〈 zζ , z
−1} are semistable.

Theorem 1.5.15 ([HP04, Cor. 11.7]). Let M be a σ-module over L〈 zζ , z
−1}

and let M ∼=
⊕`

i=1F
⊕mi
di,ni

be its decomposition from Theorem 1.4.2. Assume

that di−1/ni−1 > di/ni for all i and set Mj :=
⊕j

i=1F
⊕mi
di,ni

. Then the HN-

filtration of M is 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M and the HN-slopes are

the numbers di
ni

with multiplicity nimi. In particular the HN-polygon of M

determines its isomorphy type.

Proposition 1.5.16. Every σ-module M over L〈 zζ , z
−1} admits a Harder-

Narasimhan filtration.

Proof. By Theorem 1.4.2 and Proposition 1.5.14 the set of slopes of all

nontrivial σ-submodules of M has a smallest element s1. Let N1 and N2 be

two σ-submodules of M of slope s1. Then N1 and N2, and thus also N1 ⊕N2

are semistable. Since the sum N1 + N2 of N1 and N2 inside M is a quotient

of N1 ⊕N2 its slope is at most s1. By minimality of s1 it equals s1. Therefore

there exists a unique maximal σ-submodule M1 of M of slope s1. Then M1 is

the first step in the HN-filtration of M . The remaining steps are obtained by

replacing M by M/M1. (Compare [Ked05, 4.2.5].) �

Proposition 1.5.17. Let M be a σ-module over L〈 zζ , z
−1}. Then the

HN-polygon lies above the slope polygon of any semistable filtration of M .
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Proof. Let 0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M be the HN-filtration and let

0 = M ′0 ⊂M ′1 ⊂ · · · ⊂M ′m = M be a semistable filtration of M . It suffices to

prove that for each i = 1, . . . , ` we can find rkMi slopes from the slope multiset

of the semistable filtration whose sum is less than or equal to −degMi.

For j = 1, . . . ,m consider the σ-submodule (M ′j ∩Mi)/(M
′
j−1 ∩Mi) of

M ′j/M
′
j−1. Note that the M ′j ∩Mi are saturated σ-submodules of Mi. Since

M ′j/M
′
j−1 is semistable we have

λj := λ
(
(M ′j ∩Mi)/(M

′
j−1 ∩Mi)

)
≥ λ(M ′j/M

′
j−1) .

Set rj = rk (M ′j ∩Mi)/(M
′
j−1 ∩Mi) ≤ rkM ′j/M

′
j−1. Since the M ′j ∩Mi filter

Mi we have

−degMi =

m∑
j=1

rjλj ≥
m∑
j=1

rj · λ(M ′j/M
′
j−1) .

From this the desired inequality follows. (Compare [Ked05, 3.5.4].) �

Proposition 1.5.18. Let 0 → M1 → M → M2 → 0 be a short exact

sequence of σ-modules over L〈 zζ , z
−1} and let P (M1), P (M), and P (M2) be

their absolute HN-polygons. Then

(a) P (M) ≥ P (M1) + P (M2),

(b) P (M) = P (M1) + P (M2) if and only if the short exact sequence splits

over L〈 zζ , z
−1}.

Proof. (The proof literally follows [Ked05, Prop. 4.7.2].) To prove (a)

note that the HN-filtrations of M1 ⊗ L〈 zζ , z
−1} and M2 ⊗ L〈 zζ , z

−1} induce a

semistable filtration of M ⊗L〈 zζ , z
−1} whose slope polygon is P (M1)+P (M2).

Then Proposition 1.5.17 yields the claim.

To prove (b) note that the splitting of the sequence implies P (M) =

P (M1) + P (M2) by Theorem 1.5.15. Conversely suppose P (M) = P (M1) +

P (M2). We prove by induction on the rank ofM that the sequence splits in case

L = L. The induction starts with the case where M1 = Fc,r and M2 = Fd,s.
By Proposition 1.4.5 the sequence splits if d

s ≤
c
r . So now assume d

s >
c
r . By

Theorem 1.5.15 the assumption on P (M) implies that M ∼= M1⊕M2, yielding

a map M2 → M . Since Endσ(Fd,s) is a division algebra by Proposition 1.4.5

the composite M2 →M →M2 is either zero or an isomorphism. In the former

case, the map factors through M2 →M1 by exactness. But because d
s >

c
r , this

is impossible by Proposition 1.4.5. Thus M2 → M → M2 is an isomorphism

splitting the sequence.
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Next assume that M1 decomposes as M1 = N ⊕N ′. We compute

P (M) ≥ P (N) + P (M/N) (by (a))

≥ P (N) + P (M1/N) + P (M2) (by (a))

= P (M1) + P (M2) (because N is a summand of M1)

= P (M) (by assumption)

and find that all the inequalities must be equalities. In particular P (M/N) =

P (M1/N) + P (M2). Since M/N is of smaller rank, the induction hypothesis

implies that the sequence 0→M1/N →M/N →M2 → 0 splits. We obtain a

map M →M1/N ∼= N ′ which splits the sequence 0→ N ′ →M →M/N ′ → 0.

It remains to consider the sequence 0 → N → M/N ′ → M2 → 0 which splits

because P (M/N ′) = P (N) + P (M2) by a similar computation to that above.

Thus we have proved the claim whenever M1 decomposes.

There remains the case, when only M2 decomposes. By considering the

dualized sequence, we reduce to the case in which M1 decomposes. This proves

the proposition. �

1.6. Comparison of Harder-Narasimhan polygons. We will now study the

relation between the generic and special HN-polygons. We need three prepara-

tory lemmas. The first is proved in the same way as Lemma 1.5.9.

Lemma 1.6.1. Let M be a σ-module over L〈 zζ 〉[z
−1] such that all slopes of

M ′ = M ⊗ L((z)) are nonnegative. Then M contains an F -stable L〈 zζ 〉-lattice

N . Moreover if all slopes of M ′ are zero, then N can be chosen such that

F : σ∗N → N is an isomorphism. �

Lemma 1.6.2. Let M be a σ-module over L〈 zζ 〉[z
−1] such that all HN-

slopes of M ′ := M ⊗ L((z)) are nonpositive. Let v ∈ M ′ satisfy F (σ∗v) = v.

Then v ∈M .

Proof. By Lemma 1.6.1 we can find an F -stable L〈 zζ 〉-lattice N∨ in M∨.

Therefore its dual lattice N = {w ∈ M : f(w) ∈ L〈 zζ 〉 for all f ∈ N∨ } in

M is stable under F−1 : M → σ∗M . Let e1, . . . , en be a basis of N and let

A = (Aµν) ∈Mn

(
L〈 zζq 〉

)
be the matrix with F−1eν =

∑
µAµνσ

∗(eµ).

Let x be the coordinate vector of v with respect to the basis e1, . . . , en.

By multiplying v with a power of z we may assume that x ∈ L[[z]]n. Then

F (σ∗v) = v amounts to the equation xσ = Ax. We deduce from Lemma 1.1.4

that x ∈ L〈 zζ 〉
n and v ∈M as desired. (Compare [Ked05, 5.4.1].) �

Lemma 1.6.3. Let M be a σ-module over L〈 zζ 〉[z
−1] such that M⊗L((z)) ∼=

F⊕md,n . Then M itself is isomorphic to the σ-module F⊕md,n over L〈 zζ 〉[z
−1].
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Proof. Let e1, . . . , emn be the standard basis of the σ-module F⊕md,n over

L((z)); that is,

F (σ∗e`n+i) = e`n+i+1 for all i = 1, . . . , n− 1 and ` = 0, . . . ,m− 1 ,

F (σ∗e`n+n) = z−de`n+1 for all ` = 0, . . . ,m− 1 .

Replace F by F ′ := zdFn : (σn)∗M ∼−→M . Then the vectors ei satisfy

F ′(σ∗ei) = ei. In particular ei ∈ M by Lemma 1.6.2. Clearly e1, . . . , emn
form a basis of M over L〈 zζ 〉[z

−1]. This proves the lemma. �

In order to compare the generic and special HN-polygons of a σ-module

over L〈 zζ 〉[z
−1] we need to descend the generic information from L((z)) to

L〈 zζ 〉[z
−1]. This is achieved by the reverse filtration.

Definition 1.6.4. Let M be a σ-module over L((z)) with slope decomposi-

tion P1 ⊕ · · · ⊕ P` labeled so that λ(P1) > · · · > λ(P`). We call the filtration

0 = M0 ⊂ M1 ⊂ · · · ⊂ M` = M with Mi = P1 ⊕ · · · ⊕ Pi for i = 0, . . . , ` the

reverse filtration of M . By construction its slope polygon is the HN-polygon

of M .

Proposition 1.6.5. Let M be a σ-module over L〈 zζ 〉[z
−1]; then the re-

verse filtration of M ⊗ L((z)) descends to L〈 zζ 〉[z
−1].

Proof. Let 0 = M ′0 ⊂ M ′1 ⊂ · · · ⊂ M ′` = M ′ be the reverse filtration of

M ′ = M ⊗ L((z)). It suffices to show that M ′1 descends to L〈 zζ 〉[z
−1]. By

Lemma 1.2.5 we may reduce to the case where rkM ′1 = 1 by passing from

M to an exterior power. By twisting we may then reduce to the case where

λ(M ′1) = 0. Thus M ′1 is isomorphic to O(0) and therefore M ′1 is generated by

a vector v with Fv = v. By Lemma 1.6.2, v belongs to M . Hence M ′1 descends

to L〈 zζ 〉[z
−1] proving the proposition. (Compare [Ked05, 5.4.3].) �

Proposition 1.6.6. Let M be a σ-module over L〈 zζ 〉[z
−1]. Then the HN-

polygon of M ⊗ L〈 zζ , z
−1} lies above the HN-polygon of M ⊗ L((z)).

Proof. The HN-polygon of M ⊗ L((z)) equals the slope polygon of its

(descended) reverse filtration. The factors of the latter are isomorphic to

σ-modules F⊕md,n over L〈 zζ 〉[z
−1] for appropriate d, n and m, by Lemma 1.6.3.

This property is preserved by tensoring the reverse filtration up to L〈 zζ , z
−1}.

In this way we obtain a semistable filtration of M ⊗ L〈 zζ , z
−1}; use Propo-

sition 1.5.14. The slope polygon of this filtration equals the HN-polygon of

M ⊗ L((z)) and lies below the HN-polygon of M ⊗ L〈 zζ , z
−1} by Proposi-

tion 1.5.17. (Compare [Ked05, 5.5.1].) �

The case when both polygons coincide is particularly favorable.
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Theorem 1.6.7. Let M be a σ-module over L〈 zζ 〉[z
−1] whose generic and

special absolute HN-polygons coincide. Then the generic and special absolute

HN-filtrations of M⊗L((z)) and M⊗L〈 zζ , z
−1}, respectively, are both obtained

from a filtration of M .

Proof. It is enough to show that the first steps of the generic and special

absolute HN-filtrations descend and coincide. By Lemma 1.2.5 we may reduce

to the case where the least slope of the common HN-polygon occurs with

multiplicity one. Choose a basis e1, . . . , en of M . Let v ∈ M ⊗ L((z)) be a

generator of the first step of the HN-filtration of M ⊗ L((z)) and write v =

a1e1 + · · · + anen with ai ∈ L((z)). Without loss of generality, a1 6= 0 and we

can assume a1 = 1. By Corollary 1.5.11 we have ai ∈ L((z)) for all i.

Consider the descended reverse filtration 0 = M̃0 ⊂ M̃1 ⊂ · · · ⊂ M̃`

of M̃` := M ⊗ L〈 zζ 〉[z
−1] from Proposition 1.6.5. It satisfies M̃` ⊗ L((z)) =

M̃`−1 ⊗ L((z)) ⊕ L((z)) · v. By Proposition 1.6.6 the HN-polygons satisfy

P
(
M̃`−1⊗L((z))

)
≤ P

(
M̃`−1⊗L〈 zζ , z

−1}
)

and analogously for M̃`/M̃`−1. Since

by assumption we have

P
(
M̃` ⊗ L〈 zζ , z

−1}
)

=P
(
M̃` ⊗ L((z))

)
=P

(
M̃`−1 ⊗ L((z))

)
+ P

(
(M̃`/M̃`−1)⊗ L((z))

)
≤P

(
M̃`−1 ⊗ L〈 zζ , z

−1}
)

+ P
(
(M̃`/M̃`−1)⊗ L〈 zζ , z

−1}
)

≤P
(
M̃` ⊗ L〈 zζ , z

−1}
)
,

we deduce from Proposition 1.5.18 that the sequence 0 → M̃`−1 → M̃` →
M̃`/M̃`−1 → 0 splits after tensoring up to L〈 zζ , z

−1}. Since all generic slopes of

Hom(M̃`/M̃`−1 , M̃`−1) are positive, Lemma 1.6.1 allows us to apply Proposi-

tion 1.3.5 to deduce that the sequence already splits over L〈 zζ 〉[z
−1]. Therefore

there is a vector ṽ = b1e1 + · · · + bnen ∈ M̃`, bi ∈ L〈 zζ 〉[z
−1], which gener-

ates a σ-submodule isomorphic to M̃`/M̃`−1. Over L((z)) the vectors v and

ṽ ∈ M̃` ⊗ L((z)) define splittings of the sequence

0 −→ M̃`−1 ⊗ L((z)) −→ M̃` ⊗ L((z)) −→ (M̃`/M̃`−1)⊗ L((z)) −→ 0 .

Since all generic slopes of M̃`/M̃`−1 are less than all generic slopes of M̃`−1,

these splittings coincide by Proposition 1.2.11. Hence ṽ = c v for some c ∈
L((z))×. By construction c = b1 ∈ L〈 zζ 〉[z

−1]. Since c has only finitely many

zeroes by Lemma 1.1.2, there is a rational number r ≥ 1 with c ∈ L〈 zζr 〉[z
−1]
×

.

In particular

ai = c−1bi ∈ L((z)) ∩ L〈 zζr 〉[z
−1] = L〈 zζr 〉[z

−1] .
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So the vector v ∈ M ⊗ L〈 zζr 〉[z
−1] defines a saturated σ-submodule N ′ of

M ⊗ L〈 zζr 〉[z
−1] with N ′ ⊗ L((z)) = L((z)) · v. By repeated application of

Lemma 1.6.8 below, N ′ ⊗ L〈 zζr ,
ζqr

z 〉 extends to a saturated σ-submodule of

M⊗L〈 zζ ,
ζqr

z 〉 which we glue over L〈 zζr ,
ζqr

z 〉 withN ′ to a saturated σ-submodule

of M . Thus the first step of the generic HN-filtration descends to L〈 zζ 〉[z
−1].

Let M1 be the corresponding σ-submodule of M .

Let M ′1 be the first step of the HN-filtration of M ⊗ L〈 zζ , z
−1}. Then

M ′1 is characterized as the maximal σ-submodule of minimal slope, which by

assumption is λ(M ′1) = λ(M1). In particular M1 ⊗ L〈 zζ , z
−1} ⊂ M ′1 and since

their ranks and degrees are equal, M1 ⊗L〈 zζ , z
−1} and M ′1 coincide by [HP04,

Prop. 6.2]. Hence the first step of the special absolute HN-filtration also de-

scends to M1. This proves the theorem. (Compare [Ked05, 5.5.2].) �

Lemma 1.6.8. Let r and r′ be rational numbers with r′ ≥ q2r > 0. Let

M be a σ-module over L〈 zζr ,
ζr
′

z 〉 and let N ′ ⊂ M ⊗ L〈 zζqr ,
ζr
′

z 〉 be a saturated

σ-submodule. Then there exists a uniquely determined saturated σ-submodule

N of M with N ′ = N ⊗ L〈 zζqr ,
ζr
′

z 〉.

Proof. Clearly N is unique if it exists since it can be described as the

intersection M ∩N ′ inside M ⊗ L〈 zζqr ,
ζr
′

z 〉.
To prove existence, let d := rkN ′. By Lemma 1.2.5 it suffices to show

that ∧dN ′ ⊂ (∧dM)⊗L〈 zζqr ,
ζr
′

z 〉 descends to L〈 zζr ,
ζr
′

z 〉. Thus we may assume

that rkN ′ = 1. Choose a basis e1, . . . , en of M and let Φ ∈ GLn
(
L〈 zζqr ,

ζr
′

z 〉
)

be the matrix by which FM acts on this basis. Let v = a1e1 + · · ·+ anen with

ai ∈ L〈 zζqr ,
ζr
′

z 〉 be a generator of N ′. Without loss of generality a1 6= 0. By

Lemma 1.1.2 we may multiply v by a unit and assume that a1 ∈ L[z] is a monic

polynomial whose zeroes x all satisfy |ζr′ | ≤ |x| ≤ |ζqr|. Since N ′ is FM -stable

there exists a unit α ∈ L〈 z

ζq2r
, ζ

r′

z 〉
× with FM (σ∗v) = αv. Let a′1

...

a′n

 := Φ−1

 a1
...

an

 = α−1

 aσ1
...

aσn

 ∈ L〈 zζqr , ζr′z 〉⊕n .
Again by Lemma 1.1.2 we write a′1 = uf with a unit u ∈ L〈 zζqr ,

ζr
′

z 〉
× and

a monic polynomial f ∈ L[z] whose zeroes x satisfy |ζr′ | ≤ |x| ≤ |ζqr|. By

[Laz62, Prop. 2] we may split f = gf̃ with g, f̃ ∈ L[z] monic such that the

zeroes x of g (respectively of f̃) all satisfy |x| > |ζq2r| (respectively |x| ≤ |ζq2r|).
Similarly we split aσ1 = hb with h, b ∈ L[z] monic such that the zeroes x of h

(respectively of b) all satisfy |x| < |ζr′ | (respectively |ζr′ | ≤ |x| ≤ |ζq2r|). Since
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u, α, g and h are units in L〈 z

ζq2r
, ζ

r′

z 〉 the equation ugf̃ = a′1 = α−1hb implies

b = f̃ by Lemma 1.1.2. Hence ug = α−1h. Now there exists a polynomial

g̃ ∈ L[z] with g̃σ = gq, namely g̃(z) := g(zq). Consider the vector g̃v ∈ N ′. We

have

(g̃ai)
σ = gqaσi = gq−1hu−1a′i ∈ L〈 zζqr ,

ζr
′

z 〉 .

Therefore g̃ai ∈ L〈 zζr ,
ζr
′

z 〉. After clearing a common factor of the g̃ai in

L〈 zζr ,
ζr
′

z 〉 if necessary, the vector g̃v defines the desired saturated σ-submodule

N of M . It satisfies N ′ = N ⊗ L〈 zζqr ,
ζr
′

z 〉 since g̃ ∈ L〈 zζqr ,
ζr
′

z 〉
×. �

1.7. Descent of σ-modules and HN-filtrations. In this section we finally

prove the Slope Filtration Theorem as well as the fact that isoclinic σ-modules

over B〈 zζ , z
−1} descend to B〈 zζ 〉[z

−1]. For this purpose we will need to work

locally on the Berkovich space M(B) associated with B (see Appendix A.2).

Also recall our definition of affinoid covering of M(B) from Definition A.2.3.

Lemma 1.7.1. Let r be a positive rational number. Let D∈GLn
(
B〈 zζr ,

ζr

z 〉
)
.

Define the number h :=
(
‖D‖r ‖D−1‖r

)1/(q−1) ≥ 1 and let A ∈Mn

(
B〈 zζr ,

ζr

z 〉
)

satisfy ‖AD−1−Idn ‖r < h−1 ≤ 1. Then there exists a matrix U ∈ GLn
(
B〈 ζ

r

z 〉
)

with ‖U − Idn ‖r < 1 and

U−1AUσD−1 − Idn ∈Mn

(
zB〈 zζr 〉

)
and ‖U−1AUσD−1 − Idn ‖r < 1 .

Proof. We define sequences of matrices U0, U1, . . . and A0, A1, . . . as fol-

lows. Starting with U0 = Idn and given U` ∈ GLn
(
B〈 ζ

r

z 〉
)
, we set A` =

U−1
` AUσ` . We define an additive function f : B〈 zζr ,

ζr

z 〉 → B〈 ζ
r

z 〉 by mapping

a =
∑

i∈Z aiz
i to

∑
i≤0 aiz

i and we extend it to a function on matrices. Now,

‖f(a)‖r ≤ ‖a‖r. Set X` = f(A`D
−1 − Idn) and U`+1 = U`(Idn +X`). Put

c = ‖AD−1 − Idn ‖r · h < 1 and c` = ‖X`‖r · h.

We claim that c` ≤ c`+1 and ‖A`D−1 − Idn ‖r ≤ ‖AD−1 − Idn ‖r < 1 for

all ` ≥ 0.

Clearly this holds for ` = 0. Assume the claim for `. Then ‖X`‖r < 1 and

in particular Idn +X` and U`+1 belong to GLn
(
B〈 ζ

r

z 〉
)

and A`D
−1 belongs to

GLn
(
B〈 zζr ,

ζr

z 〉
)
. We obtain

A`+1D
−1 = (Idn +X`)

−1A`D
−1(Idn +DXσ

` D
−1) .

Write

(Idn +X`)
−1A`D

−1 = (Idn−X`)A`D
−1 + (Idn +X`)

−1X2
`A`D

−1

= Idn +Y` + V` +W`
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with

Y` =A`D
−1 − Idn−X` ,

V` =−X`(A`D
−1 − Idn) ,

W` =X2
` (Idn +X`)

−1A`D
−1 .

Note that Y` ∈ Mn

(
zB〈 zζr 〉

)
, in particular f(Y`) = 0. We estimate using

Lemma 1.1.1:∥∥(Idn +X`)
−1A`D

−1
∥∥
r

= 1 ,∥∥V`∥∥r ≤ c` c h−2 ≤ c`+2 h−2 ,∥∥W`

∥∥
r
≤ (c` h

−1)2 ≤ c2`+2 h−2 ,∥∥Y`∥∥r ≤ c h−1 ,∥∥DXσ
` D
−1
∥∥
r
≤‖D‖r ‖D−1‖r ‖X`‖qr ≤ hq−1(c` h

−1)q ≤ cq(`+1) h−1 .

Putting everything together we obtain

‖A`+1D
−1 − Idn ‖r =

∥∥Y` + V` +W` + (Idn +X`)
−1A`D

−1(DXσ
` D
−1)
∥∥
r

≤ c h−1 = ‖AD−1 − Idn ‖r .

Moreover,

X`+1 = f(V`) + f(W`) + f
(
(Idn +X`)

−1A`D
−1(DXσ

` D
−1)
)
.

We compute c`+1 h
−1 = ‖X`+1‖r ≤ c`+2 h−1 and the claim follows.

Since ‖X`‖r → 0 as ` → ∞ the sequence U` converges to a matrix

U ∈ GLn
(
B〈 ζ

r

z 〉
)

satisfying ‖U−1AUσD−1 − Idn ‖r ≤ ‖AD−1 − Idn ‖r < 1.

Moreover, since f is continuous with respect to the norm ‖ . ‖r we obtain

f(U−1AUσD−1 − Idn) = lim
`→∞

f(A`D
−1 − Idn) = lim

`→∞
X` = 0 .

Hence U−1AUσD−1−Idn ∈Mn

(
zB〈 zζr 〉

)
. Since U`+1−Idn = (U`−Idn)(Idn+X`)

+X` and ‖X`‖r ≤ ch−1 we find ‖U` − Idn ‖r ≤ ch−1 < 1 by induction. Hence

‖U − Idn ‖r < 1 as desired. (Compare [Ked05, 6.1.1].) �

Proposition 1.7.2. Let M be a σ-module over B〈 zζr , z
−1} and let x ∈

M(B) be an analytic point. Then there exists a connected affinoid neighborhood

M(B′) of x, a finite étale B′-algebra C , a lift of x to a point ofM(C), a positive

integer s, and a σs-module M ′ over C〈 zζr 〉[z
−1] such that M ′ ⊗ C〈 zζr , z

−1} ∼=
M ⊗C〈 zζr , z

−1} as σs-modules, and such that for all analytic points y ∈M(C)

the generic HN-polygon of M ′⊗κ(y)〈 zζr 〉[z
−1] coincides with the special absolute

HN-polygon of M ⊗ κ(x)〈 zζr , z
−1}. The integer s can be chosen to be the

smallest common denominator of all the slopes of M ⊗ κ(x)〈 zζr , z
−1}.
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Proof. Note that we may assume that the slopes of M ⊗κ(x)〈 zζr , z
−1} are

integers by replacing F by F s for a suitable positive integer s. In the sequel

we write again q for qs and σ for σs to shorten notation. By Lemma 1.2.6

we may assume that M ⊗ B〈 zζr ,
ζqr

z 〉 is free. Let e1, . . . , en be a basis and let

A ∈ GLn
(
B〈 zζqr ,

ζqr

z 〉
)

be the matrix by which F acts on this basis. Con-

sider the base change of M via B → ̂κ(x)alg =: K. Since all slopes of

M ⊗K〈 zζr , z
−1} are assumed to be integers, Theorem 1.4.2 provides us with a

matrix W ∈ GLn
(
K〈 zζr ,

ζqr

z 〉
)

such that D := W−1AW σ is a diagonal matrix

whose diagonal entries are powers of z. Put h :=
(
‖D‖qr ‖D−1‖qr

)1/(q−1) ≥ 1.

By Lemma A.5.1 we find an affinoid neighborhood M(B′) of x, a finite étale

B′-algebra C such thatM(C) contains exactly one point x′ above x, and a ma-

trix V ∈Mn

(
C〈 zζr ,

ζqr

z 〉
)

with ‖V −W‖x′,r′ < ‖W−1‖−1
x′,r′ h

−1 for all r′ ∈ [r, qr].

Indeed it suffices to approximate finitely many coefficients in the Laurent series

expansion of W . So we successively apply Lemma A.5.1 to each of their matrix

entries and use Lemma A.5.2 whenever we need to further shrink M(C).

We claim that V ∈ GLn
(
C〈 zζr ,

ζqr

z 〉
)

after shrinkingM(B′). Indeed, since

‖VW−1 − Idn ‖x′,r′ < 1 for all r′ ∈ [r, qr] we have V ∈ GLn
(
κ(x′)〈 zζr ,

ζqr

z 〉
)

at

the point x′. By [BGR84, Lemma 9.7.1/1] this is equivalent to the existence

of an integer m such that zm detV =
∑

i∈Z aiz
i satisfies

(1.2)

|aiζri|x′ < |a0|x′ for all i > 0 and |aiζqri|x′ < |a0|x′ for all i < 0 .

Clearly equations (1.2) are satisfied on a whole affinoid neighborhood M(C ′)

of x′. By Lemma A.5.2, the claim follows.

In Mn

(
K〈 zζqr ,

ζqr

z 〉
)

we write

V −1AV σD−1 = (W−1V )−1D(W−1V )σD−1

=
(
W−1(V −W ) + Idn

)−1
D
(
W−1(V −W ) + Idn

)σ
D−1

=
(
W−1(V −W ) + Idn

)−1
D
(
W−1(V −W )

)σ
D−1

+
(
W−1(V −W ) + Idn

)−1
.

Using Lemma 1.1.1 we estimate∥∥(W−1(V −W )
)σ∥∥

x′,qr
= ‖W−1(V −W )‖qx′,r < h−q , and

‖
(
W−1(V −W ) + Idn

)−1 − Idn ‖x′,qr ≤‖W−1(V −W )‖x′,qr < h−1 .

It follows that ‖V −1AV σD−1 − Idn ‖x′,qr < h−1 at the point x′. Shrinking

M(B′) further we may assume that ‖V −1AV σD−1 − Idn ‖qr < h−1 holds

on all of M(C). Then Lemma 1.7.1 yields a matrix U ∈ GLn
(
C〈 ζ

qr

z 〉
)

with

‖U − Idn ‖qr < 1 for which Ã := (V U)−1A(V U)σ satisfies ÃD−1 − Idn ∈
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Mn

(
zC〈 zζqr 〉

)
and ‖ÃD−1 − Idn ‖qr < 1. In particular ÃD−1 ∈ GLn

(
C〈 zζqr 〉

)
and Ã ∈ GLn

(
C〈 zζqr 〉[z

−1]
)
. Consider the σ-module M ′ over C〈 zζr 〉[z

−1] with

basis v1, . . . , vn on which Frobenius acts by the matrix Ã. Then by what we

have just shown M ′ ⊗ C〈 zζr ,
ζqr

z 〉 ∼= M ⊗ C〈 zζr ,
ζqr

z 〉; hence M ′ ⊗ C〈 zζr , z
−1} ∼=

M⊗C〈 zζr , z
−1} by Proposition 1.4.1. By Lemma 1.5.13 for any point y ∈M(C)

the generic HN-slopes of M ′ ⊗ ̂κ(y)alg〈 zζr 〉[z
−1] are the exponents of z in the

diagonal entries of D. By construction these are also the special absolute

HN-slopes of M ′ ⊗ ̂κ(x′)alg〈 zζr 〉[z
−1]. (Compare [Ked05, 6.2.2].) �

From the statement ÃD−1 ∈ GLn
(
C〈 zζqr 〉

)
in the proof we may also read

off the following corollary.

Corollary 1.7.3. Consider the situation of Proposition 1.7.2.

(a) If the absolute HN-slopes of M⊗κ(x)〈 zζr , z
−1} are all nonnegative, then

the σs-module M ′ contains an F s-stable C〈 zζr 〉-lattice N .

(b) If the absolute HN-slopes of M ⊗ κ(x)〈 zζr , z
−1} are all equal to d

s , then

the σs-module M ′ contains a C〈 zζr 〉-lattice N on which z−dF s : (σs)∗N

→ N is an isomorphism. �

In the situation where B equals L Proposition 1.7.2 takes the following

form.

Corollary 1.7.4. Let M be a σ-module over L〈 zζ , z
−1}. Then there

exist a finite separable extension L′ of L, a positive integer s, and a σs-module

M ′ over L′〈 zζ 〉[z
−1] such that M ′⊗L′〈 zζ , z

−1} ∼= M ⊗L′〈 zζ , z
−1} as σs-modules

and the generic and special absolute HN-polygons of M ′ coincide. �

If M is isoclinic, we can say even more. For our definition of affinoid

covering see Definition A.2.3.

Theorem 1.7.5. Let M be a σ-module over B〈 zζ , z
−1} which is isoclinic

of slope d
s with d and s relatively prime. Then there exists a σ-module M̃ over

B〈 zζ 〉[z
−1], isoclinic of slope d

s with M̃ ⊗ B〈 zζ , z
−1} ∼= M . It is unique up to

canonical isomorphism.

Moreover there exists an affinoid covering {M(Bi)}i of M(B) by con-

nected M(Bi), and for each i a finite étale Bi-algebra Ci and a Ci〈 zζ 〉-lattice

Ñi in M̃ ⊗ Ci〈 zζ 〉[z
−1], on which z−dF s : (σs)∗Ñi → Ñi is an isomorphism.

Proof. From Proposition 1.7.2 we obtain an affinoid covering {M(Bi)}i
of M(B) with M(Bi) connected, and for each i an isoclinic σs-module M ′i
over Ci〈 zζ 〉[z

−1] for a finite étale Bi-algebra Ci, and an isomorphism αi : M ′i ⊗
Ci〈 zζ , z

−1} ∼−→M ⊗ Ci〈 zζ , z
−1} of σs-modules. By Corollary 1.7.3 each M ′i

contains a Ci〈 zζ 〉-lattice N ′i on which z−dF s is an isomorphism.
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We want the M ′i to descend to a σ-module over B〈 zζ 〉[z
−1]. Since M(B)

is compact there is a finite set I such that the M(Bi) for i ∈ I cover M(B).

We let C :=
⊕

i∈I Ci and view M ′ :=
⊕

i∈IM
′
i as a σs-module over C〈 zζ 〉[z

−1]

containing the lattice N ′ :=
⊕

i∈I N
′
i . We set C ′′ := C ⊗B C and C ′′′ :=

C⊗B C⊗B C. We let p∗ν : C → C ′′ for ν = 1, 2 be the homomorphism into the

ν-th factor and q∗µν : C ′′ → C ′′′ for µν ∈ {12, 13, 23} be the homomorphism into

the µ-th and ν-th factor. Consider the σs-module M ′′ := Hom(p∗1M
′, p∗2M

′)

over C ′′〈 zζ 〉[z
−1]. The isomorphism α :=

⊕
i∈I αi : M ′ ⊗ C〈 zζ , z

−1} ∼−→M ⊗
C〈 zζ , z

−1} yields an element f := p∗2α
−1 ◦ p∗1α of

(
M ′′ ⊗ C ′′〈 zζ , z

−1}
)F s

(C ′′).

Since M ′′ contains the F s-stable C ′′〈 zζ 〉-lattice Hom(p∗1N
′, p∗2N

′), this element

f comes from an element f ∈ (M ′′)F
s
(C ′′) by Proposition 1.3.5. The latter

induces an isomorphism of σs-modules p∗1M
′ ∼−→ p∗2M

′ over C ′′〈 zζ 〉[z
−1]. Over

C ′′′〈 zζ 〉[z
−1] this isomorphism satisfies the cocycle condition q∗13f = q∗23f ◦ q∗12f

by Proposition 1.3.5 because this condition holds over C ′′′〈 zζ , z
−1}.

Now B〈 zζ 〉[z
−1] → C〈 zζ 〉[z

−1] is faithfully flat and quasi-compact. So

Grothendieck’s descent theory [BLR90, Th. 6.1/4] says that M ′ comes from a

B〈 zζ 〉[z
−1]-module M̃ together with an isomorphism β : M̃ ⊗C〈 zζ 〉[z

−1] ∼−→M ′

and f = p∗2β ◦p∗1β−1. Moreover M̃ is a locally free B〈 zζ 〉[z
−1]-module by [EGA,

II, Prop. 2.5.2]. The isomorphism αβ : M̃⊗C〈 zζ , z
−1} ∼−→M⊗C〈 zζ , z

−1} satis-

fies p∗1(αβ) = p∗2α◦f ◦p∗1β = p∗2(αβ) over C ′′〈 zζ , z
−1}, hence comes from an iso-

morphism αβ : M̃⊗B〈 zζ , z
−1} ∼−→M by [BLR90, Prop. 6.1/1]. To make M̃ into

a σ-module, consider the σs-module H ′ := Hom(σ∗M ′,M ′) over C〈 zζ 〉[z
−1].

Then H ′⊗C〈 zζ , z
−1} ∼−→Hom(σ∗M,M)⊗C〈 zζ , z

−1} , h 7→ α ◦h ◦σ∗α−1 is an

isomorphism of σs-modules over C〈 zζ , z
−1}. The Frobenius F on M induces

an element F ′ := α−1 ◦ F ◦ σ∗α of
(
H ′ ⊗ C〈 zζ , z

−1}
)F s

(C). Since H ′ contains

the F s-stable C〈 zζ 〉-lattice Hom(σ∗N ′, N ′), the element F ′ lies in (H ′)F
s
(C) by

Proposition 1.3.5 and gives an isomorphism F ′ : σ∗M ′ ∼−→M ′. This satisfies

p∗1F
′ = p∗1α

−1◦p∗1F ◦σ∗p∗1α = f−1◦p∗2α−1◦p∗2F ◦σ∗p∗2α◦σ∗f = f−1◦p∗2F ′◦σ∗f

in
(
H ′ ⊗ C ′′〈 zζ , z

−1}
)F s

(C ′′) and hence also in
(
H ′ ⊗ C ′′〈 zζ 〉[z

−1]
)F s

(C ′′) by

Proposition 1.3.5. Thus F ′ descends to an isomorphism F̃ := β−1 ◦ F ′ ◦
σ∗β : σ∗M̃ ∼−→M over B〈 zζ 〉[z

−1]. This makes (M̃, F̃ ) into a σ-module over

B〈 zζ 〉[z
−1]. By construction, αβ : M̃ ⊗ B〈 zζ , z

−1} ∼−→M is an isomorphism of

σ-modules. This proves the theorem. (Compare [Ked05, 6.3.3].) �

If B = L is a field, the theorem takes the following form:

Corollary 1.7.6. Let M be a σ-module over L〈 zζ , z
−1} which is isoclinic

of slope d
s with d and s relatively prime. Then there exists a unique σ-module
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M ′ over L〈 zζ 〉[z
−1], isoclinic of slope d

s with M ′ ⊗ L〈 zζ , z
−1} ∼= M . Moreover

M ′ contains an L〈 zζ 〉-lattice on which z−dF s is an isomorphism. �

Theorem 1.7.7 (Slope Filtration Theorem). Let M be a σ-module over

L〈 zζ , z
−1}. Then there exists a unique filtration 0 = M0 ⊂M1 ⊂ · · · ⊂M` = M

of M by saturated σ-submodules with the following properties :

(a) For i = 1, . . . , ` the quotient Mi/Mi−1 is isoclinic of some slope si
(Definition 1.5.7),

(b) s1 < · · · < s`.

This filtration is a (the) Harder-Narasimhan filtration of M .

Proof. Since isoclinic σ-modules are semistable by Lemma 1.5.8, any fil-

tration as in (a) and (b) is a Harder-Narasimhan filtration. In particular, by

Lemma 1.5.5 the filtration is unique if it exists.

To prove the existence, it suffices to show that the HN-filtration of M ⊗
L〈 zζ , z

−1} from Theorem 1.5.15 descends to L〈 zζ , z
−1}. By Corollary 1.7.4 there

exists a finite separable extension L′ of L, a positive integer s, and a σs-module

N over L′〈 zζ 〉[z
−1] such that N ⊗ L′〈 zζ , z

−1} ∼= M ⊗ L′〈 zζ , z
−1} as σs-modules,

and such that the generic and special absolute HN-polygons of N coincide.

Clearly we may also assume that L′ is Galois over L. By Theorem 1.6.7 the

HN-filtration of M⊗L〈 zζ , z
−1} descends to a filtration of N by σs-submodules,

which in turn yields a filtration 0 = M ′0 ⊂ M ′1 ⊂ · · · ⊂ M ′` = M ′ of M ′ :=

M⊗L′〈 zζ , z
−1} by σs-submodules. Clearly the M ′i are even σ-submodules since

they are stable under F after tensoring up to L〈 zζ , z
−1}.

To prove that the filtration of M ′ by the M ′i further descends to L〈 zζ , z
−1},

it suffices to show that M ′1 descends to L〈 zζ , z
−1}. By Lemma 1.2.5 we only

need to treat the case where rkM ′1 = 1. In this case M ′1 is generated by a

vector v′ ∈ M ⊗ L′〈 zζ , z
−1}. Let e1, . . . , en be an L〈 zζ , z

−1}-basis of M . Then

v′ = a′1e1 + · · · + a′nen for a′i ∈ L′〈 zζ , z
−1} and we may assume a′1 6= 0. For

each g ∈ Gal(L′/L), gv′ is a scalar multiple of v′ since gv′ ∈ M ′1. Thus
a′i
a′1
∈

FracL′〈 zζ , z
−1} is Gal(L′/L)-invariant for all i. From Lemma 1.1.3 it follows

that
a′i
a′1
∈ FracL〈 zζ , z

−1}; hence
a′i
a′1

= ai
a1

for ai ∈ L〈 zζ , z
−1}. Set v = a1e1 +

· · ·+anen ∈M and let M1 be the saturation in M of the submodule generated

by v. Then M1 is a σ-submodule of M over L〈 zζ , z
−1} and M1⊗L′〈 zζ , z

−1} is a

saturated σ-submodule of M ′1 over L′〈 zζ , z
−1}, whence M1 ⊗L′〈 zζ , z

−1} = M ′1.

Thus M ′1 descends to L〈 zζ , z
−1} as claimed. (Compare [Ked05, 6.4.1].) �

Corollary 1.7.8. For any complete extension L′ of L and any σ-module

M over L〈 zζ , z
−1}, the HN-filtration of M⊗L′〈 zζ , z

−1} coincides with the result

of tensoring the HN-filtration of M up to L′〈 zζ , z
−1}.
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Proof. The characterization of the HN-filtration given in Theorem 1.7.7 is

stable under base change. �

Corollary 1.7.9. Let X be a Berkovich space (Definition A.2.3) and

let M be a σ-module over OX〈 zζ , z
−1}. Let P be a polygon in the sense of

Definition 1.5.3. Then the set of points x ∈ X such that the HN-Polygon of

M ⊗ κ(x)〈 zζ , z
−1} lies above P is open in X .

Proof. Let x ∈ X be a point such that the HN-Polygon ofM⊗κ(x)〈 zζ , z
−1}

lies above P . By Proposition 1.7.2 there exists a connected affinoid neigh-

borhood M(B′) of x, a finite étale B′-algebra C, a lift of x to a point of

M(C), a positive integer s, and a σs-module M ′ over C〈 zζr 〉[z
−1] such that

M ′ ⊗ C〈 zζr , z
−1} ∼= M ⊗ C〈 zζr , z

−1} as σs-modules, and such that for all ana-

lytic points y ∈M(C) the generic HN-polygon of M ′⊗κ(y)〈 zζr 〉[z
−1] coincides

with the special absolute HN-polygon of the σs-module M⊗κ(x)〈 zζr , z
−1}. By

Proposition 1.5.17 this implies that the special HN-Polygon of the σs-module

M ⊗ κ(y)〈 zζ , z
−1} lies above the one of M ⊗ κ(x)〈 zζ , z

−1}. Hence also the

special HN-Polygon of the σ-module M⊗κ(y)〈 zζ , z
−1} lies above P . By Corol-

lary 1.7.8 the same is then true for every analytic point y in the neighborhood

M(B′) of x. �

2. Hodge-Pink theory

In this chapter we develop the equal characteristic analog of p-adic Hodge

theory. It is based on Pink’s invention of Hodge theory over function fields

[Pin] and the concept of local shtukas which replaces the p-adic Galois repre-

sentations from p-adic Hodge theory. In particular, we study in Section 2.3

the analog of the mysterious functor relating crystalline Galois representations

and filtered isocrystals. We define in Section 2.2 the analogs of (weakly) ad-

missible filtered isocrystals and show in Section 2.5 that “weakly admissible

implies admissible” if the (additively written) value group of the base field

does not contain a nonzero element which is arbitrarily often divisible by q.

The actual hypothesis on the base field is even weaker. As a universal tool we

apply a criterion for (weak) admissibility in the spirit of Berger’s [Ber08] crite-

rion in p-adic Hodge theory using p-adic differential equations. We prove our

criterion in Section 2.4. The Slope Filtration Theorem and the other results

from Section 1 enter at various places. We begin with an explanation of local

shtukas.

2.1. Local shtukas. We retain the notation introduced in Section 1.1. For

the notion of ζ-adic formal schemes over Spf R we refer the reader to [EGA,

Inew §10]. In this article we are particularly interested in ζ-adic formal schemes

of the following two types:
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• schemes over SpecR on which ζ is locally nilpotent,

• admissible formal schemes over Spf R in the sense of Raynaud; see

Appendix A.1.

Let X be a ζ-adic formal scheme over Spf R. We let OX [[z]] be the sheaf on

X of formal power series in z. And we denote by σ the endomorphism of OX [[z]]

that acts as the identity on z and as b 7→ bq on local sections b ∈ OX . For a

sheaf M of OX [[z]]-modules on X we abbreviate the sheaf M ⊗OX [[z]],σ OX [[z]]

by σ∗M .

Definition 2.1.1. A local shtuka of rank n over X is a pair (M,FM ) con-

sisting of

• a sheaf M of OX [[z]]-modules on X, which, Zariski-locally on X, is a free

OX [[z]]-module of rank n, and

• an isomorphism FM :σ∗M [ 1
z−ζ ] ∼−→M [ 1

z−ζ ] (where we abbreviateM⊗OX [[z]]

OX [[z]][ 1
z−ζ ] to M [ 1

z−ζ ]).

Let µ = (µ1 ≥ · · · ≥ µn) be a decreasing sequence of integers. We say

that (M,FM ) is bounded by µ if

(2.1)

FM
(
∧iσ∗M

)
⊂ (z−ζ)µn−i+1+···+µn ·∧iM for 1 ≤ i ≤ n with equality for i = n .

A morphism of local shtukas f : (M,FM )→ (M ′, FM ′) over X is a morphism

of the underlying sheaves f : M →M ′ which satisfies FM ′ ◦σ∗f = f ◦FM . An

isogeny is a morphism f : (M,FM )→ (M ′, FM ′) such that locally on X there

is a morphism g : (M ′, FM ′)→ (M,FM ) such that the compositions f ◦ g and

g ◦ f equal multiplication with a power of z.

Note that the analog of Hilbert’s Theorem 90 for OX [[z]]-modules [HV,

Prop. 2.3] justifies working with the Zariski topology in the above definition.

The notion of boundedness was thoroughly studied in [HV, Lemma 4.3 and §3].

We mention the following two results.

Lemma 2.1.2. If (M,FM ) is bounded by µ = (µ1 ≥ · · · ≥ µn), then for

any e ≥ −µn the quotient (z − ζ)−eM/FM (σ∗M) is a locally free OX-module

of finite rank.

Proof. First note that FM : σ∗M → (z − ζ)−eM is injective. Let x :

Specκ(x) → X be a point of X. Since X is a ζ-adic formal scheme we have

ζ = 0 in κ(x). Set C = (z− ζ)−eM/FM (σ∗M) and consider the exact sequence

0 −→ TorOX1 (κ(x), C) −→ x∗σ∗M
x∗FM−−−−−→ x∗(z−ζ)−eM −→ x∗C −→ 0 .

As M is locally free of rank n we have x∗σ∗M ∼= κ(x)[[z]]⊕n ∼= x∗(z − ζ)−eM .

The boundedness condition (2.1) says for i=n that det(x∗FM ) equals zµ1+···+µn

times a unit. Thus the map x∗FM is injective. So C = (z − ζ)−eM/FM (σ∗M)
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is finitely presented by construction and flat over X by Nakayama’s Lemma;

e.g. [Eis95, Exercise 6.2], hence locally free of finite rank. �

In view of the following proposition we will only encounter bounded local

shtukas in this article.

Proposition 2.1.3. Let X be a quasi-compact ζ-adic formal scheme such

that for every open subset Spf B ⊂ X the ring B is an integral domain. Then

every local shtuka over X is bounded by some µ.

Proof. We need to find suitable integers µ1 ≥ · · · ≥ µn. Since X is quasi-

compact we are allowed to find them locally on X. Hence we may assume

that X = Spf B is affine, M ∼= B[[z]]⊕n, and FM is given by a matrix Φ ∈
GLn

(
B[[z]][ 1

z−ζ ]
)
. By choosing µ2, . . . , µn small enough we can achieve that

(2.1) is satisfied for all 1 ≤ i < n. We claim that det Φ ∈ (z − ζ)rB[[z]]×

for a (positive or negative) integer r. Then when µ1 = r − µ2 − · · · − µn,

condition (2.1) is also satisfied for i = n.

To prove the claim, note that there are positive integers s, t with (z−ζ)sΦ,

(z − ζ)tΦ−1 ∈ Mn

(
B[[z]]

)
. Set f = (z − ζ)sn det Φ and g = (z − ζ)tn det Φ−1.

Then fg = (z − ζ)(s+t)n ∈ (z − ζ)B[[z]]. Since B is an integral domain,

(z − ζ)B[[z]] is a prime ideal. So f ∈ (z − ζ)uB[[z]]× for a positive integer

u and det Φ ∈ (z − ζ)u−snB[[z]]× proving our claim. �

Before we proceed further let us mention the main sources from which

local shtukas arise.

Example 2.1.4. Let C be a smooth, projective, geometrically irreducible

curve over SpecFq and let∞ ∈ C be a closed point. Put A := Γ(Cr{∞},OC).

Let v ∈ Cr{∞} be another closed point considered as a maximal ideal v ⊂ A.

Let ÔC,v be the completed local ring and let R be a complete extension of

ÔC,v. Denote by c : A → R the inclusion morphism and by I the kernel of

c⊗ id : A⊗R→ R. We denote a uniformizing parameter of ÔC,v by z and its

image in R by ζ. Then ÔC,v ∼= Fqe [[z]] by Cohen’s structure theorem, where

κ(v) = Fqe . Let L be the fraction field of R. For a ζ-adic formal R-scheme X

consider the completion of CX := C×FqX along the closed subscheme {v}×X.

If v ∈ C(Fq), and hence e = 1, its structure sheaf is isomorphic to OX [[z]]. If

e 6= 1, the situation is slightly more complicated and similar to [BH11, before

Prop. 8.5]. For simplicity we now assume that e = 1.

(a) Let X = Spf R and let (E,ϕ) be a Drinfeld-A-module [Dri76] or more

generally an abelian t-module [And86] over L of dimension d. Let

(ML, F ) be the t-motive associated with (E,ϕ) (more precisely the

Drinfeld-Anderson-A-motive; see [Pot99, §5]). ML is a locally free

A ⊗Fq L-module of finite rank equipped with an injective morphism
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F : σ∗ML →ML, where

σ∗ML := ML ⊗A⊗L, id⊗Frobq A⊗Fq L ,

such that cokerF is an L-vector space of dimension d and is annihilated

by Id.
Assume that (ML, F ) has good reduction; that is, there exists a lo-

cally free A ⊗Fq R-module M of finite rank with ML = M ⊗R L such

that F restricted to M gives a morphism F : σ∗M →M whose coker-

nel is a free R-module of rank d and is annihilated by Id. Then the

completion (M ⊗ R[[z]], F ⊗ id) of (M,F ) along {v} × Spf R is a local

shtuka over Spf R which is bounded by (d, 0, . . . , 0). It can be viewed

as a kind of Dieudonné module of the v-divisible group

lim
−→
n

E[vn] where E[vn] :=
⋂
a∈vn

kerϕa .

of (E,ϕ); see [Har09, §§6 and 7], [Har05]. Recall that abelian t-modules

are function field analogs of abelian varieties, so the lim
−→

E[vn] are

analogs of p-divisible groups. In that sense we are developing here

the local theory of good reduction of t-motives at places which “divide

the residue characteristic”.

(b) Let (Fi,Πi, τi) be an abelian τ -sheaf of characteristic c and dimension

d over X, see [Har05, §1]. Then the completions Fi ⊗OCX OX [[z]] of Fi
along {v} ×X are all isomorphic via Πi. Let us denote their common

value by M . Let us further denote the common value of the τi⊗ idOX [[z]]

by F . Then (M,F ) is a local shtuka over X bounded by (d, 0, . . . , 0).

We may even allow v = ∞ here. Then the formation of (M,F ) is

slightly more complicated and was described in [Har05, Constr. 7.13].

(c) Let

E
j // E ′ E

σ∗E
t

?? (
respectively E ′

t
<<

j
// σ∗E

)
be a right (respectively left) shtuka [Dri87] over X. Assume that coker t

is supported on {v}×X and that the support of coker j is disjoint from

{v} ×X. Let M := E ⊗OCX OX [[z]] be the completion of E at {v} ×X
and let F := j−1 ◦ t : σ∗M [ 1

z−ζ ] ∼−→M [ 1
z−ζ ]. Then (M,F ) is a local

shtuka over X bounded by (1, 0, . . . , 0). The sense in which (M,F ) is

local is with respect to the coefficients: M lives over ÔC,v as opposed

to over all of C. This example gave rise to the name local shtuka.
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As mentioned in Example (a) local shtukas take up the role in the function

field case that is played by p-divisible groups in number theory; see [Har09, §3].

The concept of local shtukas is actually even more general since it is not re-

stricted to weights 0 and 1; see Remark 2.2.3 below. In fact if X = Spec k is

the spectrum of a field in which ζ = 0, local shtukas over X are precisely the

analogs of F -crystals. Studying local shtukas up to isogeny leads to the notion

of local isoshtukas.

Definition 2.1.5. Let X be a scheme over Spf R on which ζ is locally

nilpotent. A local isoshtuka of rank n over X is a pair (D,FD) consisting of

a sheaf D of OX [[z]][z−1]-modules on X which Zariski locally on X is a free

OX [[z]][z−1]-module of rank n, and an isomorphism FD : σ∗D ∼−→D.

Local isoshtukas over a field in which ζ is zero are also called z-isocrystals

since they behave very much like F -isocrystals in mixed characteristics; see

[Har09, §3].

A morphism of local isoshtukas over X is a morphism of the underlying

sheaves which is compatible with the F ’s as in Definition 2.1.1.

For a morphism π : X ′ → X of formal schemes over Spf R we define the

pullback functor (M,FM ) 7→
(
M ⊗OX [[z]] OX′ [[z]], FM ⊗ id

)
from local shtukas

over X to local shtukas over X ′ (and similarly for local isoshtukas).

Note that a local isoshtuka over Spf A, with ζ nilpotent in A, is nothing

but a σ-module over A[[z]][z−1] as defined in Section 1.2. We view a local

shtuka over X as an OX [[z]]-lattice in the associated local isoshtuka. We define

the tensor product of two local shtukas (M,FM ) and (N,FN ) over X as the

local shtuka (
M ⊗OX [[z]] N , FM ⊗ FN

)
.

A unit object for the tensor product is the local shtuka (OX [[z]], F = σ),

where the notation F = σ means F : σ∗OX [[z]] = OX [[z]] ⊗OX [[z]],σ OX [[z]] →
OX [[z]] , a ⊗ b 7→ σ(a) · b. Also there is a natural definition of internal Homs.

In particular the dual (M∨, FM∨) of a local shtuka (M,FM ) over X is defined

as the sheaf M∨ = HomOX [[z]]

(
M,OX [[z]]

)
together with

FM∨ = ( . ◦ F−1
M ) : σ∗M∨[ 1

z−ζ ] ∼−→M∨[ 1
z−ζ ] .

Similar definitions apply to the category of local isoshtukas over X making

the category of local shtukas (respectively isoshtukas) over X into an Fq[[z]]-
linear (respectively Fq((z))-linear) additive rigid tensor category. If X is the

spectrum of a field, then the category of local isoshtukas over X is abelian. In

general the category of local (iso-)shtukas is an exact category in the sense of

Quillen [Qui73, §2] if one calls a short sequence of local shtukas exact when

the underlying sequence of sheaves of OX [[z]]-modules is exact (compare Defi-

nition 1.2.3). Concerning boundedness we will need the following:
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Lemma 2.1.6. If M = (M,FM ) and N = (N,FN ) are bounded local

shtukas over X , then also M ⊗N and M∨ are bounded.

Proof. Let M be bounded by (µ1 ≥ · · · ≥ µm) and N be bounded by

(ν1 ≥ · · · ≥ νn). We may even assume that µm ≤ 0, since otherwise we replace

µm by 0 and µ1 by µ1 + µm. Likewise we may assume νn ≤ 0. Now set

d = µ1 + · · · + µm and e = ν1 + · · · + νn. Then FM (σ∗M) ⊂ (z − ζ)µmM

and FN (σ∗N) ⊂ (z − ζ)νnN . Moreover, FM (∧mσ∗M) = (z − ζ)d ∧m M and

FN (∧nσ∗N) = (z − ζ)e ∧n N . Hence

(FM ⊗ FN )
(
∧iσ∗(M ⊗N)

)
⊂ (z − ζ)i(µm+νn) ∧i (M ⊗N)

first for i = 1 and therefore also for 1 ≤ i ≤ mn. For i = mn we even have

(FM ⊗ FN )
(
∧mnσ∗(M ⊗N)

)
= (z − ζ)d+e ∧mn (M ⊗N)

because ∧mn(M⊗N) = ∧mM⊗∧nN . This shows that the local shtuka M⊗N
is bounded by

(
d+ e− (mn− 1)(µm + νn) ≥ µm + νn ≥ · · · ≥ µm + νn

)
. Note

that this tuple is in decreasing order by our assumption µm, νn ≤ 0.

To treat the dual of M we claim that M∨ is bounded by (−µn ≥ · · ·
≥ −µ1). In order to see this we choose, locally on X, a basis of M and write

FM as an n × n-matrix. Then Cramer’s rule (e.g. [Bou70, III.8.6, Formulas

(21) and (22)]) gives a formula for the entries of the matrix ∧jF−1
M in terms of

(detFM )−1 times the entries of ∧n−jFM , and this proves our claim. �

Remark 2.1.7. Local shtukas give rise to Galois representations as follows.

Let X be a quasi-paracompact, admissible formal scheme over Spf R and let

XL be the rigid analytic space over L associated with X; see Appendix A.2. Let

x̄ be a geometric base point of XL and let πét
1 (XL, x̄) be the étale fundamental

group (A.4.2). For example take X = Spf R, XL = SpL, OX = R, OXL = L,

(x̄→XL) = (L←↩L), πét
1 (XL, x̄) = Gal(Lsep/L). To any local shtuka M over

X consider the σ-module
(
M ⊗OX [[z]] OXL〈 zζ 〉 , FM ⊗ id

)
over OXL〈 zζ 〉. By

Proposition 1.3.5

TzM :=
((
M ⊗OX [[z]] OXL [[z]]/(zm)

)F)
m∈N0

is a local system of Fq[[z]]-lattices on XL. We call TzM the Tate module of M .

Its stalk (TzM)x̄ at x̄ defines a representation of the étale fundamental group

ρM : πét
1 (XL, x̄)→ GLn

(
Fq[[z]]

)
; see Proposition A.4.5. For a topological group

G denote by RepFq [[z]]
G the category of continuous representations in finite free

Fq[[z]]-modules.

Proposition 2.1.8. Let XL be connected. Then the functor M 7→ ρM
from the category of local shtukas over X to RepFq [[z]]

πét
1 (XL, x̄) is a faithful

Fq[[z]]-linear exact tensor functor.
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Proof. Note that our functor is the composite of the Fq[[z]]-linear tensor

functors

M 7−→ M ⊗OX [[z]] OXL [[z]] 7−→ TzM 7−→ ρM .

The first is clearly faithful and exact and the second is an exact equivalence by

Proposition 1.3.7. The third is an equivalence by Proposition A.4.5 and exact

by [dJvdP96, Lemma 3.3.1] and [EGA, 0III, Prop. 13.2.2]. �

Regarding full faithfulness there is the following

Proposition 2.1.9. Let R (and L) be discretely valued. Then the functor

M 7→ ρM from the category of local shtukas over Spf R to RepFq [[z]] Gal(Lsep/L)

is fully faithful.

Proof. This was first proved by Anderson [And93, §4.5, Th. 1] in case F is

topologically nilpotent (that is imFn ⊂ zM + mRM for n � 0). The general

case is due to Kim [Kim, Th. 5.2.3]. �

We have not investigated the question when M 7→ ρM is fully faithful in

general. Obviously it is not full if X = Spf R for L algebraically closed, since

then the nonisomorphic local shtukas

1l(n) :=
(
M = R[[z]] , FM : σ∗M →M , 1 7→ (z − ζ)n

)
for n ∈ Z have isomorphic ρ1l(n). See also Remark 2.3.6.

2.2. Hodge-Pink structures. We define the analogs of Fontaine’s filtered

isocrystals [Fon79]. The role of isocrystals is played in equal characteristic by

the z-isocrystals defined in the previous section (Definition 2.1.5). The Hodge

filtration is replaced by a Hodge-Pink structure. The theory of mixed Hodge-

structures over Fq((z)) was developed by Pink [Pin] in analogy with the classical

theory of Hodge-structures over local fields of characteristic zero. In the case

of “good reduction” which we focus on here, we make the following definition

which is a variant of Pink’s definition. Let OK ⊃ R be a rank-1 valuation ring

which is complete and separated with respect to the ζ-adic topology. Let K

be its fraction field, mK its maximal ideal, and k its residue field. Denote by

K[[z − ζ]] the ring of formal power series over K in the “variable” z − ζ and

by K((z − ζ)) its fraction field. We will always assume that there is a fixed

section k ↪→ OK of the residue map OK → k. It yields a homomorphism

k((z))→ K[[z − ζ]] by mapping z to z = ζ + (z − ζ).

Definition 2.2.1. A z-isocrystal with Hodge-Pink structure overK is a triple

D = (D,FD, qD) consisting of a z-isocrystal (D,FD) over k and a K[[z − ζ]]-

lattice qD of full rank inside σ∗D ⊗k((z)) K((z − ζ)).

A morphism between z-isocrystals with Hodge-Pink structure (D,FD, qD)

and (D′, FD′ , qD′) is a morphism f : D → D′ of z-isocrystals which satisfies
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(σ∗f ⊗ id)(qD) ⊂ qD′ . Such a morphism is called strict if

(σ∗f ⊗ id)(qD) = qD′ ∩ f(σ∗D)⊗k((z)) K((z − ζ)) .

In addition to qD there always is the tautological lattice pD = σ∗D⊗k((z))

K[[z− ζ]]. We define the Hodge-Pink weights of (D,FD, qD) as the elementary

divisors of qD relative to pD. More precisely since K[[z − ζ]] is a principal

ideal domain, there is a suitable K[[z − ζ]]-basis v1, . . . , vn of pD such that the

lattice qD has K[[z − ζ]]-basis {(z − ζ)wivi}i. Then the Hodge-Pink weights

are the integers w1, . . . , wn, which we usually assume ordered w1 ≥ · · · ≥ wm.

Alternatively if e is large enough such that qD ⊂ (z−ζ)−epD or (z−ζ)epD ⊂ qD,

then the Hodge-Pink weights are characterized by

(z − ζ)−epD/qD ∼=
n⊕
i=1

K[[z − ζ]]/(z − ζ)e+wi ,

or qD/(z − ζ)epD ∼=
n⊕
i=1

K[[z − ζ]]/(z − ζ)e−wi .

The category of z-isocrystals with Hodge-Pink structure possesses a tensor

product when we set

D ⊗D′ =
(
D ⊗k((z)) D

′, FD ⊗ FD′ , qD ⊗K[[z−ζ]] qD′
)
,

duals when we set

D∨ =
(
D∨, FD∨ ,HomK[[z−ζ]](qD,K[[z − ζ]])

)
,

internal Homs, and the unit object
(
k((z)), F = σ, q = p

)
. The endomor-

phism ring of the unit object is Fq((z)). A subobject of (D,FD, qD) is given by

(D′, FD′ , qD′), where D′ is an FD-stable k((z))-subspace of D, FD′ = FD|D′ , and

qD′ ⊂ qD∩σ∗D′⊗k((z))K((z−ζ)). If this last inclusion is an equality, we say that

(D′, FD′ , qD′) is a strict subobject of (D,FD, qD). Clearly every subobject is

contained in a uniquely determined strict subobject with the same underlying

z-isocrystal. Dually a factor object of (D,FD, qD) is given by (D′′, FD′′ , qD′′),

where (D′′, FD′′) is an F -equivariant quotient of (D,FD) and qD′′ contains the

corresponding quotient of qD. It is called a strict factor object if moreover qD′′

equals the quotient of qD.

The category of z-isocrystals with Hodge-Pink structure is an Fq((z))-
linear additive rigid tensor category. It possesses kernels and cokernels, but

is not abelian since the kernel of a morphism is always a strict subobject.

Nevertheless, it is an exact category in the sense of Quillen [Qui73, §2] when

we make the following:

Definition 2.2.2. A short sequence of z-isocrystals with Hodge-Pink struc-

ture

0 −→ D′
f−−→ D

g−−→ D′′ −→ 0
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is called (strict) exact if the underlying sequence of z-isocrystals is exact and

f and g are strict morphisms; that is, (σ∗g ⊗ id)(qD) = qD′′ and f identifies

qD′ with qD ∩ σ∗D′ ⊗k((z)) K((z − ζ)).

Remark 2.2.3. In equal characteristic z-isocrystals with Hodge-Pink struc-

ture are the analogs of filtered isocrystals. Indeed the lattice qD determines a

decreasing filtration Fil• on the K-vector space

DK := σ∗D ⊗k((z)) K[[z − ζ]]/(z − ζ) = σ∗D ⊗k((z)),z 7→ζ K

by putting

FiliDK :=
(
pD ∩ (z − ζ)iqD

)
/
(
(z − ζ)pD ∩ (z − ζ)iqD

)
.

This is called the Hodge-Pink filtration of D. It jumps precisely at the negatives

of the Hodge-Pink weights.

However, there is a fundamental difference to p-adic Hodge theory in that

the lattice qD contains more information than just the Hodge-Pink filtration.

Let us explain the reasons for this. First of all, Pink [Pin] observed that

the good definition of weak admissibility (Definition 2.2.4 below; Pink calls it

semistability) cannot be based on the Hodge-Pink filtration Fil• alone. Instead

one needs the finer information of the lattice q in order that the tensor prod-

uct of two weakly admissible z-isocrystals with Hodge-Pink structure is again

weakly admissible (Theorem 2.2.5 below).

The second reason comes from a comparison with Fontaine’s theory of

p-adic Galois representations. The Fq((z))-algebra K((z − ζ)) plays the role

of Fontaine’s filtered Qp-algebra BdR which is a discretely valued field with

valuation ring B+
dR, uniformizing parameter t, and residue field Cp. Let us

recall the situation in p-adic Hodge theory. If K is a finite unramified extension

of Qp and (D,FD,Fil•DK) is a filtered isocrystal, then we can construct a

Gal(Ksep/K)-stable B+
dR-lattice qD in pD⊗B+

dR
BdR, where pD := DK⊗KB+

dR,

by setting

qD := Fil0(DK ⊗K BdR) .

This lattice conversely determines the Hodge filtration by

(2.2) FiliDK =
((

pD ∩ tiqD
)
/
(
t pD ∩ tiqD

))Gal(Ksep/K)

because (BdR)Gal(Ksep/K) = K. It is easy to see that the compositum Fil•DK 7→
qD 7→ Fil•DK of these two functors is the identity. The reason that also qD 7→
Fil•DK 7→ qD is the identity on Gal(Ksep/K)-stable lattices, is the fact that

B+
dR is a successive extension of the Galois modules Cp(0) by Cp(1),Cp(2), . . .,

which are all pairwise non isomorphic. In this 1-1-correspondence between

filtrations and lattices therefore only Gal(Ksep/K)-stable, and not all possible
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B+
dR-lattices, can arise. For example if

DK = K2 , Fil0DK = DK ⊃ Fil1DK = Fil2DK = K · v ⊃ Fil3DK = 0

for a vector v ∈ DK r {0}, then

qD = pD + t−2B+
dR · v

and the lattice qD = pD + t−2B+
dR · (v + tv′) cannot occur if v′ is not a scalar

multiple of v.

On the other hand, in the theory of Hodge-Pink structures there is no such

restriction. Namely, in equal characteristic, if C denotes the completion of an

algebraic closure ofK, the Gal(Ksep/K)-modules C(i) are all isomorphic as was

observed by Anderson [And93]. Due to this pathology, Galois stability yields no

restriction on qD in equal characteristic. Moreover in equal characteristic the

fixed field of Gal(Ksep/K) inside C is much larger than K. Namely by the Ax-

Sen-Tate Theorem [Ax70] it equals the completion K̂perf of the perfection of K.

Hence, formula (2.2) does not produce a filtration of DK but only of D
K̂perf .

And for this reason we require that qD be a lattice in σ∗D ⊗k((z)) K((z − ζ))

instead of a Gal(Ksep/K)-stable lattice in σ∗D ⊗k((z)) C((z − ζ)).

Let D = (D,FD, qD) be a z-isocrystal of rank n with Hodge-Pink struc-

ture over K. After choosing a basis of D, we let ΦD ∈ GLn
(
k((z))

)
be

the matrix by which FD acts on this basis. We define the Newton slope

tN (D) := ordz(det ΦD) as the valuation with respect to z of det ΦD. It does

not depend on the chosen basis. On the other hand we define the Hodge

slope tH(D) = −w1 − · · · − wn as the negative of the sum of the Hodge-Pink

weights of D. It also satisfies tH(D) =
∑

i∈Z i · dimK FiliDK/Fili+1DK and

∧nqD = (z − ζ)−tH(D) ∧n pD.

Definition 2.2.4. We say that a z-isocrystal with Hodge-Pink structure

is weakly admissible if tH(D) = tN (D) and one of the following equivalent

conditions holds:

(a) tH(D′) ≤ tN (D′) for any (strict) subobject D′ of D,

(b) tH(D′′) ≥ tN (D′′) for any (strict) factor object D′′ of D.

Proof. The equivalence of (a) and (b) is standard; see for example [Pin,

Prop. 4.4]. �

The arguments of [Pin, §§4,5] can easily be adapted to our situation to

yield the following result. Recall that what we denote weakly admissible here

is called semistable in [Pin].

Theorem 2.2.5. The weakly admissible z-isocrystals with Hodge-Pink

structure form a full subcategory of the category of z-isocrystals with Hodge-

Pink structure, which has the following properties.
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(a) It is closed under the formation of tensor, symmetric, and exterior prod-

ucts, duals, extensions, kernels, and cokernels. Moreover it is abelian.

(b) A direct sum of two z-isocrystals with Hodge-Pink structure is weakly

admissible if and only if each summand is weakly admissible.

(c) Any morphism between weakly admissible z-isocrystals with Hodge-Pink

structure is automatically strict. �

2.3. The mysterious functor. We come to the analog of Grothendieck’s

[Gro74] mysterious functor which was defined by Fontaine [Fon82]. This analog

was first constructed by A. Genestier and V. Lafforgue [GL08] for discretely

valued fields K. Let us recall its definition. For reasons why this functor should

indeed be considered the analog of Fontaine’s functor, see Remark 2.3.6.

We keep the notation of the previous section. Let (M,FM ) be a local

shtuka over Spf OK . This gives rise to a z-isocrystal

(D,FD) = (M ⊗OK [[z]] k((z)), FM ⊗ id)

over k. Consider the OK-algebras

OK [[z, ζ
r

z 〉[z
−1] :=

{ ∞∑
i=−∞

biz
i : bi ∈ OK , |bi| |ζ|ri → 0 (i→ −∞)

}
and

OK [[z, z−1} :=
{ ∞∑
i=−∞

biz
i : bi ∈ OK , |bi| |ζ|ri → 0 (i→ −∞) for all r > 0

}
.

The latter is contained inK{z, z−1}. We set t− :=
∏
i∈N0

(1− ζq
i

z ) ∈ Fq[[ζ]][[z, z−1}.

The following lemma is taken from [GL08, Lemma 2.8 or Lemma 6.4]. For

convenience of the reader we reproduce the proof from [GL08].

Lemma 2.3.1. If K is discretely valued, there is a unique functorial iso-

morphism

δM : M ⊗OK [[z]] OK [[z, z−1}[t−1
− ] ∼−→D ⊗k((z)) OK [[z, z−1}[t−1

− ]

which satisfies δM ◦ FM = FD ◦ σ∗δM and which reduces to the identity mod-

ulo mK .

Proof. Fix an OK [[z]]-basis of M and consider the induced k((z))-basis

of D. Denote the matrices by which FM and FD act on these bases by A ∈
GLn

(
OK [[z]][ 1

z−ζ ]
)

and B = AmodmK ∈ GLn
(
k((z))

)
. To prove the existence

of δM consider first the case where A−1 ∈ Mn

(
OK [[z]]

)
. Via the section k ↪→

OK we view B as an element of GLn
(
OK [[z]][z−1]

)
and we put

Cm := B ·Bσ · . . . ·Bσm · (Aσm)−1 · . . . · (Aσ)−1 ·A−1 ∈Mn

(
OK [[z]][z−1]

)
.
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Let π be a uniformizer of OK and let d ∈ N be a constant with

A ∈Mn

(
(z − ζ)−dOK [[z]]

)
.

Then B ∈ Mn

(
z−dOK [[z]]

)
and A−1 − B−1 ∈ Mn

(
πOK [[z]]

)
. It follows that

CmA = BCσm−1 and

Cm − Cm−1 = B · . . . ·Bσm · (A−1 −B−1)σ
m · (Aσm−1

)−1

· . . . ·A−1 ∈Mn

(
πq
m

z(m+1)d OK [[z]]
)
.

Thus the sequence Cm converges in Mn

(
OK [[z, z−1}

)
to a matrix C which

satisfies CA = BCσ and C ≡ Idn modmK .

Since (z − ζ)dA ∈ Mn

(
OK [[z]]

)
and hence (zdB)−1 ∈ Mn

(
z−dOK [[z]]

)
the

same reasoning shows that

C̃m := (z − ζ)dA · . . . ·
(
(z − ζ)dA

)σm · (z−dB−1)σ
m · . . . · (z−dB−1)

converges in Mn

(
OK [[z, z−1}

)
to a matrix C̃ with C̃ zdB = (z − ζ)dAC̃σ and

C̃ ≡ Idn modmK . In particular

CmC̃m =

m∏
i=0

(1− ζq
i

z )d · Idn = C̃mCm

converges to CC̃ = C̃C = td− Idn. This shows that C ∈ GLn
(
OK [[z, z−1}[t−1

− ]
)

and C gives the desired isomorphism δM .

It remains to show that δM is uniquely determined and functorial. We

establish both assertions simultaneously by proving the following claim: If

f : (M1, FM1)→ (M2, FM2) is a morphism of local shtukas over OK and

δi : Mi ⊗OK [[z]] OK [[z, z−1}[t−1
− ] ∼−→Di ⊗k((z)) OK [[z, z−1}[t−1

− ]

are isomorphisms with δi ◦FMi = FDi ◦σ∗δi and δi ≡ id modmK , then δ2 ◦f =

(f modmK) ◦ δ1.

Fix bases of Mi and reduce them to bases of Di = Mi ⊗OK [[z]] k((z)).

Let Ai, Bi and Ci be the matrices by which FMi , FDi and δi act on these

bases. Let H be the matrix corresponding to f and set H := H modmK . We

must show that C2H = HC1. By construction H̃ := C2H − HC1 satisfies

H̃ ∈ Mn2×n1

(
πOK [[z, ζ

1/q

z 〉[z
−1]
)

and H̃A1 = B2H̃
σ. Since OK [[z]][ 1

z−ζ ] ⊂
OK [[z, ζ

1/q

z 〉[z
−1] we have A1 ∈ GLn1

(
OK [[z, ζ

1/q

z 〉[z
−1]
)
. Thus, in fact

H̃ ∈Mn2×n1

(
πqOK [[z, ζ

1/q

z 〉[z
−1]
)

and iterating this argument shows that H̃ = 0 as desired. �

Remark. Note that the analogous argument in mixed characteristic goes

back to Dwork and is commonly called “Dwork’s trick”. A good account of

it is de Jong’s proof [dJ98, Lemma 6.3] of the triviality of a connection on
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a Frobenius-module on an open analytic disc over a p-adic field. Namely, in

de Jong’s situation the columns of the matrix we called C form horizontal

sections for the connection.

As a consequence of this lemma, σ∗δM induces an isomorphism

σ∗δM : σ∗M ⊗OK [[z]] K[[z − ζ]] ∼−→σ∗D ⊗k((z)) K[[z − ζ]] = pD .

The isomorphism FM extends to an isomorphism

FM : σ∗M ⊗OK [[z]] K((z − ζ)) ∼−→M ⊗OK [[z]] K((z − ζ)) .

We put qD := σ∗δM ◦ F−1
M

(
M ⊗OK [[z]] K[[z − ζ]]

)
⊂ pD[ 1

z−ζ ]. This defines a

functor H which associates with the local shtuka (M,FM ) over OK a z-iso-

crystal with Hodge-Pink structure (D,FD, qD) over K. By construction it

transforms isogenies into isomorphisms and hence factors through the category

of local shtukas over OK up to isogeny.

The author had initially hoped that the functor H might also exist if K is

not discretely valued but this is not the case. The situation is as follows. Let

K be arbitrary and consider the category of rigidified local shtukas over OK ;

that is, triples (M,FM , δM ), where (M,FM ) is a local shtuka over OK and

δM : M ⊗OK [[z]] OK [[z, z−1}[t−1
− ] ∼−→D ⊗k((z)) OK [[z, z−1}[t−1

− ]

is an isomorphism with δM ◦ FM = FD ◦ σ∗δM and δM ≡ id modmK , and

where as above (D,FD) = (M,FM ) modmK . A morphism in this category is

a morphism f : (M,FM ) → (M ′, FM ′) of local shtukas which satisfies δM ′ ◦
f = (f modmK) ◦ δM . On the category of rigidified local shtukas one defines

the functor H : (M,FM , δM ) 7→ (D,FD, qD) exactly as above. This yields a

diagram of functors {
local shtukas over OK up to isogeny

}
{

rigidified local shtukas over OK up to isogeny
}α

33

H
++{

z-isocrystals with Hodge-Pink structure over K
}

where α is the forgetful functor. Lemma 2.3.1 shows that α is an equivalence

of categories if K is discretely valued. We will further show the following.

• α is always faithful (this is obvious).

• Fix λ ∈ Q. Then α restricted to the categories where the σ-module

M⊗OK [[z]]K{z, ζ
1/q

z 〉 is isoclinic of slope λ (Definition 1.5.7) is an equiv-

alence of categories (Proposition 2.3.9).
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• If K is discretely valued, α is an equivalence of categories (Genestier-

Lafforgue, Lemma 2.3.1).

• If K is algebraically closed, α is essentially surjective but not full

(Proposition 2.3.10).

• Consider the following condition on the field K:

(2.3)

Let K̃ be the closure of the compositum kalgK inside K

and assume that K̃ does not contain an element a with

0 < |a| < 1 such that all the q-power roots of a also lie

in K̃.

If K satisfies (2.3), then α is full but need not be essentially surjective

(Lemma 2.3.8 and Example 2.3.11).

• The functors from the categories of the global objects, from Exam-

ple 2.1.4 to the category of local shtukas, all factor canonically through

the category of rigidified local shtukas (Remark 2.3.12).

The above condition (2.3) will also appear in Theorem 2.5.3 as the mini-

mal requirement on K under which every weakly admissible z-isocrystal with

Hodge-Pink structure arises from a rigidified local shtuka. So we note that

(2.3) is satisfied whenever the value group of K does not contain a nonzero

element which is arbitrarily often divisible by q. This is due to the fact that

the value groups of K and K̃ coincide. In particular, (2.3) is satisfied if K is

discretely valued, or if its value group is finitely generated.

However, before we prove these properties of the functor α let us study

the functor H.

Proposition 2.3.2. The functor H from the category of rigidified local

shtukas over Spf OK up to isogeny to the category of z-isocrystals with Hodge-

Pink structure over K is an Fq((z))-linear exact tensor functor.

We will see below that H is fully faithful (Proposition 2.4.10) and factors

through the full subcategory of weakly admissible z-isocrystals with Hodge-

Pink structure (Corollary 2.4.8).

Proof. One easily checks that the functor is Fq((z))-linear and compatible

with tensor products and internal Homs, thus a tensor functor. It remains

to show that it preserves short exact sequences. So let 0 → M ′ → M →
M ′′ → 0 be an exact sequence of rigidified local shtukas over Spf OK and let

0→ D′
f−→ D

g−→ D′′ → 0 be the resulting sequence of z-isocrystals with Hodge-

Pink structure over K. Clearly the underlying sequence of z-isocrystals over

k is exact. It remains to show that f and g are strict. This follows from the

facts that M ⊗O[[z]] K[[z − ζ]]→M ′′ ⊗O[[z]] K[[z − ζ]] is surjective and that

M ′ ⊗O[[z]] K[[z − ζ]] = M ⊗O[[z]] K[[z − ζ]] ∩M ′ ⊗O[[z]] K((z − ζ))

inside M ⊗O[[z]] K((z − ζ)). �
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Definition 2.3.3. A z-isocrystal with Hodge-Pink structure overK is called

admissible if it lies in the essential image of the tensor functor H.

As an immediate consequence of Proposition 2.3.2 we obtain:

Theorem 2.3.4. The category of admissible z-isocrystals with Hodge-

Pink structure over K is closed under the formation of tensor products, duals

and direct sums. �

Example 2.3.5. As an example we define the Tate objects 1l(n) for n ∈ Z
in the category of rigidified local shtukas over Spf Fq[[ζ]] as the rigidified local

shtuka

1l(n) :=
(
M = Fq[[ζ]][[z]] , FM : 1 7→ (z − ζ)n , δM : 1 7→ t−n−

)
.

They give rise to the Tate objects in the category of z-isocrystals with Hodge-

Pink structure over Fq((ζ)):

1l(n) :=
(
D = Fq((z)) , FD = zn · σ , qD = (z − ζ)−npD

)
.

Clearly 1l(n) = 1l(1)⊗n = 1l(−n)∨.

Remark 2.3.6. We will explain our reasons for viewing rigidified local

shtukas as the appropriate analogs in equal characteristic for the crystalline

Galois representations from p-adic Hodge theory. Let K ⊃ Fq((ζ)) be a finite

extension and let K be the completion of an algebraic closure of K. Let OK
be the ring of integers of K. The first approach to an analog of Fontaine’s

functor would be to search for a tensor functor F from a full subcategory of

RepFq((z))
Gal(Ksep/K) to the category of z-isocrystals with Hodge-Pink struc-

ture over K. However there are two objections to this plan.

First of all, the fixed field in K for the continuous Gal(Ksep/K)-action

induced by the density of Ksep in K is larger than K. Indeed by the Ax-Sen-

Tate Theorem [Ax70] it equals the closure of the perfection of K. Thus if one

imitates Fontaine’s construction of Bcris and considers as a candidate for F
the functor(

ρ : Gal(Ksep/K)→ GL(V )
)
7−→

(
V ⊗Fq((z)) Bcris

)Gal(Ksep/K)

in equal characteristic, Bcris will be an OK-algebra and the functor does not

yield finite dimensional k((z))-vector spaces.
Secondly, rigidified local shtukas should be considered as analogs of the

crystals associated with p-divisible groups. Hence if M is a rigidified local
shtuka over OK it is desirable that the z-isocrystal with Hodge-Pink structure
obtained by this hypothetical functor F from the Galois representation ρM
of Proposition 2.1.8 is isomorphic to H(M). So consider the commutative
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diagram of categories and functors

{
rigidified local shtukas over OK up to isogeny

} M 7→ ρM //

H
++

C

Fyy{
weakly admissible z-isocrystals with Hodge-Pink structure over K

}
in which the suitable full subcategory C of RepFq((z))

Gal(Ksep/K) and the

functor F are yet to be defined.

If K satisfies condition (2.3) from page 1294, we will see in Theorem 2.5.3

that H is an equivalence of categories. So the existence of the functor F
together with its expected property to be fully faithful is equivalent toM 7→ ρM
being an equivalence of categories. Thus we may work as well with rigidified

local shtukas as with Galois representations.

On the other hand if K is algebraically closed, the notion of Galois repre-

sentation is vacuous, whereas rigidified local shtukas over OK still are interest-

ing objects. Actually the Galois representations associated with the rigidified

local shtukas 1l(n) over OK from Example 2.3.5 are all isomorphic, whereas

there are only the zero morphisms between the z-isocrystals with Hodge-Pink

structure associated to 1l(m) and 1l(n) for m 6= n. Because H is fully faithful

the functor F cannot exist in this case.

Since the category of rigidified local shtukas is large enough such that H is

an equivalence of categories if K satisfies condition (2.3), we propose to view

rigidified local shtukas as the appropriate analogs in Hodge-Pink theory of the

crystalline Galois representations from p-adic Hodge theory. This point of view

is further supported by the following three facts. Firstly one may even replace

OK by an arbitrary admissible formal Spf R-scheme X and define the functor

H for rigidified local shtukas over X with constant z-isocrystal (see the remark

after Proposition 2.4.10). Secondly. in this setting an analog of the conjecture

of Rapoport and Zink mentioned in the introduction can be formulated and

proved in Section 3.4. And thirdly, by the results of Kisin [Kis06], one could

also in mixed characteristic replace crystalline Galois representations by the

analogs of rigidified local shtukas, as we have explained in the introduction

and take this point of view.

It remains to establish the announced properties of the forgetful functor α.

We start with the following

Lemma 2.3.7. Let K be arbitrary. Let N ∈ N0 and let A, Ã, C ∈
Mn

(
K{z, ζ

r

z 〉
)

for some r satisfy Cσ = z−N ÃCA.

(a) If A, Ã ∈Mn

(
OK [[z]]

)
, then C ∈Mn

(
OK [[z, ζ

r

z 〉[z
−1]
)
.
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(b) If A, Ã ∈ GLn
(
OK [[z]][ 1

z(z−ζ) ]
)
, then C ∈ Mn

(
OK [[z, z−1}[t−1

− ]
)
; see

page 1291 for the notation.

Proof. (a) The conditions on C imply that for all m ≥ 1

(2.4) Cσ
m

= z−mN Ãσ
m−1 · . . . · Ã · C ·A · . . . ·Aσm−1

.

We write C =
∑∞

i=−∞Ciz
i with Ci ∈Mn(K). Let d := ‖C‖r = max{ |Ci| |ζ|ri :

i ∈ Z }. Then |Ci| ≤ d |ζ|−ri. Expanding (2.4) in powers of z we get an

expression for Cσ
m

i which involves only terms from OK and the Cj for j ≤
i+mN . Thus

|Cσmi | ≤ max{ |Cj | : j ≤ i+mN } ≤ d |ζ|−ri−rmN .

In particular |Ci|q
m |ζ|rmN ≤ d |ζ|−ri. When m tends to infinity this implies

that |Ci| ≤ 1, proving part (a).

(b) There exist integers d, e ≥ 0 with

zd(z − ζ)dA , zd(z − ζ)dÃ , ze(z − ζ)eA−1 , ze(z − ζ)eÃ−1 ∈Mn

(
OK [[z]]

)
.

Then

(t−2d
− C)σ = z−N−4d · zd(z − ζ)dÃ · (t−2d

− C) · zd(z − ζ)dA

and by (a) we have t−2d
− C ∈Mn

(
OK [[z, ζ

r

z 〉[z
−1]
)

and hence also t2e− C = t
2(e+d)
− ·

t−2d
− C ∈Mn

(
OK [[z, ζ

r

z 〉[z
−1]
)
. Now the equation

t2e− C = zN−4e · ze(z − ζ)eÃ−1 · (t2e− C)σ · ze(z − ζ)eA−1

shows that t2e− C converges on all of 0 < |z| < 1. Thus t2e− C ∈Mn

(
OK [[z, z−1}

)
and C ∈Mn

(
OK [[z, z−1}[t−1

− ]
)

as claimed. �

Lemma 2.3.8. (a) If K satisfies condition (2.3) from page 1294, then

α is fully faithful.

(b) Let λ ∈ Q. Then the restriction of α to the categories where M ⊗OK [[z]]

K{z, ζ
1/q

z 〉 is isoclinic of slope λ (Definition 1.5.7) is fully faithful.

Proof. Let (M,FM , δM ) and (M ′, FM ′ , δM ′) be rigidified local shtukas over

OK . Consider a morphism f : (M,FM ) → (M ′, FM ′) of local shtukas and let

f̄ := f modmK : (D,FD) → (D′, FD′) be the induced morphism of z-iso-

crystals. We must show that f respects the rigidifications, that is δM ′ ◦ f =

f̄ ◦ δM .

By Theorem 1.4.2 there is an isomorphism of σ-modules over K{z, ζ
1/q

z 〉

ϕ : M ⊗OK [[z]] K{z, ζ
1/q

z 〉
∼−→
⊕
i

Fdi,ni .

By Lemma 2.3.7, ϕ is in fact an isomorphism of σ-modules

ϕ : M ⊗OK [[z]] OK [[z, z−1}[t−1
− ] ∼−→

⊕
i

Fdi,ni
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over OK [[z, z−1}[t−1
− ]. We consider the reduction

ϕ̄ := ϕmodmK : D ⊗k((z)) k
alg((z)) ∼−→

⊕
i

Fdi,ni

of ϕ over kalg((z)). Let K̃ be the closure of the compositum kalgK inside K.

We view ϕ̄ via the inclusion kalg((z)) ⊂ O
K̃

[[z, z−1}[t−1
− ] as an isomorphism

ϕ̄ : D ⊗k((z)) OK̃ [[z, z−1}[t−1
− ] ∼−→

⊕
i

Fdi,ni

over O
K̃

[[z, z−1}[t−1
− ]. We replace ϕ by ϕ̄ ◦ δM . Since δM ≡ id modmK this

does not alter ϕ̄. In this way ϕ becomes an isomorphism

ϕ : M ⊗OK [[z]] OK̃ [[z, z−1}[t−1
− ] ∼−→

⊕
i

Fdi,ni

of σ-modules over O
K̃

[[z, z−1}[t−1
− ] with ϕ = ϕ̄◦δM . Note that we have lowered

the field over which ϕ is defined from K to K̃. We make the same construction

for M ′ obtaining the isomorphism ϕ′ with ϕ′ = ϕ̄′ ◦ δM ′ , and we set g :=

ϕ′◦f ◦ϕ−1 :
⊕

iFdi,ni →
⊕

j Fd′j ,n′j and ḡ := ϕ̄′◦ f̄ ◦ϕ̄−1. Then δM ′ ◦f = f̄ ◦δM
is equivalent to g = ḡ. To show that the latter is satisfied we break up g into

components gij : Fdi,ni → Fd′j ,n′j for all i, j.

Fix a pair i, j. If di
ni

=
d′j
n′j

, then gij ∈ Endσ(Fdi,ni). From the explicit

computation of this endomorphism ring in [HP04, Prop. 8.6] one sees that

gij ∈Mni

(
Fqni ((z))

)
. This implies that gij = ḡij , and in particular, (b) follows.

If di
ni
>

d′j
n′j

, then gij = 0 by Proposition 1.4.5 and therefore gij = ḡij .

If di
ni
<

d′j
n′j

, we use the assumption of (a) on K. Let n be the least common

multiple of ni and n′j and set d := n(
d′j
n′j
− di

ni
) > 0. Then

gij ∈ Homσ(Fdi,ni ,Fd′j ,n′j ) ⊂ Homσn
(
O(ndini )⊕ni ,O(

nd′j
n′j

)⊕n
′
j
)

= Mn′j×ni
(
O(d)F

n
(K̃)

)
= (0) .

Here the inclusion comes from viewing the σ-modules Fdi,ni as σn-modules, as

which they are isomorphic to O(ndini )⊕ni . The first equality is due to O(ndini )∨⊗

O(
nd′j
n′j

) ∼= O(d). Finally, the last equality follows from Proposition 1.4.4 since

there is no u ∈ K̃, u 6= 0 with uq
nν ∈ K̃ for all ν ∈ Z. Thus we have

gij = 0 = ḡij also in this case and (a) is proved. �

Proposition 2.3.9. Let d, s ∈ Z be relatively prime with s > 0. Then the

functor α restricted to the categories where M ⊗OK [[z]]K{z, ζ
1/q

z 〉 is isoclinic of

slope d
s is an equivalence of categories.
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Proof. Full faithfulness was established in Lemma 2.3.8. We prove es-

sential surjectivity. Let (M,FM ) be a local shtuka over OK with M ⊗OK [[z]]

K{z, ζ
1/q

z 〉 isoclinic of slope d
s . Choose a basis ofM and letA∈GLn

(
OK[[z]][ 1

z−ζ ]
)

be the matrix by which FM acts on this basis. Set B := AmodmK , A′ :=

AAσ · . . . ·Aσs−1
and B′ := A′modmK .

A close examination of the proof of Proposition 1.7.2 shows that we can

find a finite extension K ′ of K and a matrix V U ∈ GLn
(
OK′ [[z, ζ

1/q

z 〉[z
−1]
)

such that Ã′ := (V U)−1A′(V U)σ
s

satisfies z−dÃ′ ∈ GLn
(
OK′ [[z]]

)
. Namely we

use Proposition 1.7.2 for r = q−s−1 and the σ-module M⊗OK [[z]]K〈 z

ζq−s−1 ,
ζ1/q

z 〉

over K〈 z

ζq−s−1 ,
ζ1/q

z 〉. In the notation of the proof of Proposition 1.7.2 we have

D = zd Idn and by Lemma 2.3.7 the matrix W with W−1A′W σs = zd idn sat-

isfies W ∈ GLn(OK [[z, ζ
1/q

z 〉[z
−1]
)
. Hence we may choose V ∈Mn

(
OK′ [z, z−1]

)
close to W for a finite extension K ′ of K. Then V ∈ GLn

(
OK′ [[z, ζ

1/q

z 〉[z
−1]
)

and the same is true for V −1A′V σs . Now Lemma 1.7.1 produces a matrix U ∈
GLn

(
OK′〈 ζ

1/q

z 〉
)

with z−dÃ′−Idn∈Mn

(
zOK′[[z]]

)
where Ã′ :=(V U)−1A′(V U)σ

s
.

In particular z−dÃ′ ∈ GLn
(
OK′ [[z]]

)
.

After enlarging K ′ we may assume that the section k ↪→ OK extends

to k′ ↪→ OK′ , where k′ is the residue field of OK′ . Let the matrices B̃′ :=

Ã′modmK′ and V U :=V U modmK′ be viewed as elements of GLn
(
OK′ [[z,z−1}

)
via this section. Let

C̃m := B̃′ · . . . · B̃′σsm · (Ã′σsm)−1 · . . . · (Ã′)−1

= (z−dB̃′) · . . . · (z−dB̃′)σsm · (z−dÃ′σsm)−1 · . . . · (z−dÃ′)−1

∈ GLn
(
OK′ [[z]]

)
.

Now the arguments given in the proof of Lemma 2.3.1 show that the sequence

C̃m converges to a matrix C̃ ∈ GLn
(
OK′ [[z]]

)
which satisfies C̃ ≡ Idn modmK′

and C̃Ã′ = B̃′C̃σ
s
. Set C := V U C̃ (V U)−1 ∈ GLn

(
OK′ [[z, ζ

1/q

z 〉[z
−1]
)
. Then

C ≡ Idn modmK′ and CA′ = B′Cσ
s
. Moreover, we obtain the equality

(BCσA−1)A′ = B′(BCσA−1)σ
s

and since by Lemma 2.3.8 the isomorphism

δM is uniquely determined we conclude that CA = BCσ.

It remains to show that indeed C ∈ GLn
(
OK [[z, z−1}[t−1

− ]
)
. Repeated ap-

plication of the equation C = BCσA−1 shows that C∈GLn
(
OK′′ [[z, ζ

1/q

z 〉[z
−1]
)
,

where K ′′ is the separable closure of K inside K ′. We may replace the ex-

tension K ′′/K by its Galois closure. If ϕ ∈ Gal(K ′′/K), we find ϕ(C)A =

Bϕ(C)σ. So again by Lemma 2.3.8 we must have ϕ(C) = C, whence C ∈
GLn

(
OK [[z, ζ

1/q

z 〉[z
−1]
)
. Now the equation C = BCσA−1 shows that C ∈

GLn
(
OK [[z, z−1}[t−1

− ]
)

as desired. Thus C defines a rigidification δM and this

proves essential surjectivity. �
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Proposition 2.3.10. If K is algebraically closed, α is essentially surjec-

tive but not full.

Proof. To prove essential surjectivity let (M,FM ) be a local shtuka over

OK . By Theorem 1.4.2 there exists an isomorphism ϕ : M⊗OK [[z]]K{z, ζ
1/q

z 〉
∼−→⊕

iFdi,ni . By Lemma 2.3.7, ϕ is in fact an isomorphism

ϕ : M ⊗OK [[z]] OK [[z, z−1}[t−1
− ] ∼−→

⊕
i

Fdi,ni

of σ-modules over OK [[z, z−1}[t−1
− ]. Let

ϕ̄ := ϕmodmK : D ⊗k((z)) OK [[z, z−1}[t−1
− ] ∼−→

⊕
i

Fdi,ni .

Then δM := ϕ̄−1ϕ is a rigidification of (M,FM ).

The easiest example showing that α is not full is the following. Let t+ =∑∞
i=0 tiz

i with ti ∈ K satisfy tσ+ = (z − ζ)t+; that is, tqi + ζti = ti−1. This

implies |ti| = |ζ|q−i/(q−1) < 1. Consider the rigidified local shtukas M =(
OK [[z]], (z − ζ) · σ, t−1

−

)
and M ′ =

(
OK [[z]], σ, 1

)
over OK and the morphism

of local shtukas f : M → M ′, 1 7→ t+. This satisfies f̄ := f modmK = 0 and

f 6= f̄ t−1
− . So f does not lie in the image of α. �

Example 2.3.11. We show that in general α need not be essentially sur-

jective. Let K be the ζ-adic completion of the field F alg
q ((ζ))(ζ(q+1)−i : i ∈ N).

Then the value group of K is isomorphic to
(
Z[ 1

q+1 ],+
)

when we map ζ

to 1. Set a =
∑∞

i=0 ζ
(q+1)−izi and let (M,FM ) =

(
OK [[z]]⊕2, A · σ

)
, where

A=

(
1 a

0 z − ζ

)
. We obtain (D,FD)=

(
F alg
q ((z))⊕2, B·σ

)
withB=

(
1 0

0 z

)
.

Assume that there exists a rigidification δM on the local shtuka (M,FM ), that

is a matrix C =

(
u v

w x

)
∈ GL2

(
OK [[z, z−1}[t−1

− ]
)

with C ≡ Id2 modmK

and CA = BCσ. The last equation amounts to(
u ua+ (z − ζ)v

w wa+ (z − ζ)x

)
=

(
uσ vσ

z wσ z xσ

)
.

In particular w ∈ O(−1)F (K) = (0) and u, xt− ∈ O(0)F (K) = Fq((z)) by

Proposition 1.4.4. Since u, x ≡ 1 mod ζ we must have u = 1, x = t−1
− and thus

a+ (z − ζ)v = vσ. Expand v =
∑∞

i=−∞ viz
i with vi ∈ OK . Then

(2.5) ζ(q+1)−i + vi−1 = vqi + ζvi for all i ≥ 0 .

If for some i ≥ 0 the absolute value |vi−1| > |ζ|(q+1)−i > |ζ|q/(q−1), then

|vi|q = |vi−1| > |ζvi|. Indeed, |vi|q ≤ |ζvi| implies |vi| ≤ |ζ|1/(q−1) and |vqi +

ζvi| ≤ |ζ|q/(q−1). If we assume |vj−1| > |ζ|(q+1)−j for all j ≥ i, this would imply

|vi−1|q
i−j

= |vj−1| > |ζ|(q+1)−j , whence qi−j · log|ζ| |vi−1| < (q+ 1)−j . However,
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the right-hand side decreases faster than the left-hand side. So we eventually

must find some j > 0 with |vj−1| ≤ |ζ|(q+1)−j . This implies |vj | ≤ |ζ|(q+1)−j/q <

|ζ|(q+1)−j−1
since the opposite inequality |vj | > |ζ|(q+1)−j/q > |ζ|1/(q−1) yields

|vj |q > |ζvj |. Thus for i = j+1 the left-hand side of Equation (2.5) has absolute

value equal to |ζ|(q+1)−j−1
. Reasoning as before we find |vj+1| = |ζ|(q+1)−j−1/q.

In particular
log|ζ| |vj+1| = 1

q(q+1)j+1 /∈ Z[ 1
q+1 ] .

This is a contradiction and therefore the isomorphism δM cannot exist in this

example. �

Remark 2.3.12. In contrast to the previous example, local shtukas which

arise from global objects as in Example 2.1.4 carry a canonical functorial rigid-

ification regardless of the properties of K. We indicate this in a special case

and leave the general case to the interested reader. Let A = Fq[z] and fix

c : A → OK with c(z) = ζ ∈ mK . Consider an Anderson A-motive over K

with good reduction, that is, a finite locally free OK [z]-module M together

with an injective morphism FM : σ∗M → M such that cokerFM is a free

OK-module and is annihilated by a power of z − ζ. Fix an OK [z]-basis of

M and let A ∈ GLn
(
OK [z][ 1

z−ζ ]
)

be the matrix by which FM acts on this

basis. Put B := AmodmK . Now the local shtuka associated with (M,FM ) is

M̂ =
(
M ⊗OK [z] OK [[z]], FM ⊗ id

)
. Since A−B ∈Mn

(
πOK [z][ 1

z−ζ ]
)

for some

element π ∈ mK the argument given in the proof of Lemma 2.3.1 shows the

existence of a canonical functorial rigidification on M̂ .

2.4. Criteria for admissibility. We want to relate Hodge-Pink structures

to the σ-modules studied in Section 1. This will lead to a description of

Hodge-Pink structures analogous to the description in mixed characteristic of

filtered isocrystals by p-adic differential equations; see [Ber08]. Here in equal

characteristic it is even possible to formulate this in a relative situation, what

we now want to do. This is already also a preparation for the analog of the

Rapoport-Zink conjecture. To be precise we make the following definition. Let

k be a field containing Fq and let the complete local ring R be an extension of

k[[ζ]]. Let X be a quasi-paracompact admissible formal scheme over Spf R and

let XL be the rigid analytic space over L associated with X; see Appendix A.2.

The main example to keep in mind is X = Spf B◦ for an admissible formal

R-algebra B◦ (Appendix A.1) and XL = SpB, where B := B◦ ⊗R L. Then

OX = B◦ and OXL = B.

Definition 2.4.1. Let (D,FD) be a z-isocrystal of rank n over k and con-

sider the sheaf p := σ∗D ⊗k((z)) OXL [[z − ζ]] on XL. Fix Hodge-Pink weights

w = (w1 ≥ · · · ≥ wn). A family of Hodge-Pink structures over XL with Hodge-

Pink weights w on the (constant) z-isocrystal (D,FD) is a sheaf of OXL [[z−ζ]]-

lattices q in p[ 1
z−ζ ] := p⊗OXL [[z−ζ]]OXL [[z−ζ]][ 1

z−ζ ] which is a direct summand as
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OXL-module, such that for every point x ∈ XL and for every integer e ≥ −wn

(z − ζ)−epx/qx ∼=
n⊕
i=1

κ(x)[[z − ζ]]/(z − ζ)e+wi .

With the same definitions of tensor products, etc., as in the absolute case

we obtain an Fq((z))-linear exact rigid tensor category.

In the situation of Definition 2.4.1 we let D = (D,FD, q). We define the

σ-module

P := σ∗D ⊗k((z)) OXL〈 zζ , z
−1} , FP := σ∗FD ⊗ id

over OXL〈 zζ , z
−1}. Then P ⊗ OXL [[z − ζ]] = p and the Hodge-Pink structure

q ⊂ P ⊗ OXL [[z − ζ]][ 1
z−ζ ] defines a σ-module Q over OXL〈 zζ , z

−1} which is a

modification of P at z = ζq
i

for i ∈ N0 as follows. Consider the isomorphism

ηi =
(
FP ◦ · · · ◦ (σi−1)∗FP

)
⊗ id,

ηi : (σi)∗
(
p[ 1
z−ζ ]

)
=
(
(σi)∗P

)
⊗OXL [[z−ζqi ]][ 1

z−ζqi
] ∼−→P⊗OXL [[z−ζqi ]][ 1

z−ζqi
]

and set t− =
∏
i∈N0

(
1 − ζq

i

z

)
∈ OXL〈 zζ , z

−1}. We define Q as the OXL〈 zζ , z
−1}-

submodule of P[t−1
− ] which coincides with P outside z = ζq

i
for i ∈ N0 and at

z = ζq
i

satisfies Q⊗OXL [[z − ζqi ]] = ηi(σ
i∗q). By construction FP induces on

Q the structure of a σ-module over OXL〈 zζ , z
−1}.

Definition 2.4.2. The pair (P,Q) just constructed is called the pair of

σ-modules over OXL〈 zζ , z
−1} associated with D. We denote the functor that

maps D to the pair (P,Q) by S.

The category of pairs of σ-modules over OXL〈 zζ , z
−1} has as objects all

pairs (P,Q) of σ-modules such that P[t−1
− ] = Q[t−1

− ] and FP = FQ. The mor-

phisms between (P,Q) and (P ′,Q′) are the morphisms of σ-modules P → P ′
which at the same time are morphisms Q → Q′.

Theorem 2.4.3. The functor S is a faithful Fq((z))-linear exact tensor

functor.

Proof. The Fq((z))-linearity and the compatibility with tensor products

and duals follows directly from the construction. To prove exactness let 0 →
D′

f−→ D
g−→ D′′ → 0 be an exact sequence of (constant) z-isocrystals with

Hodge-Pink structure over XL. Then the exactness of the underlying sequence

of z-isocrystals implies that the sequence of σ-modules 0→ P ′ f−→ P g−→ P ′′ → 0

over OXL〈 zζ , z
−1} is exact. Moreover the sequence

(2.6) 0 −→ Q′ f−−→ Q g−−→ Q′′ −→ 0
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of sheaves on XL ×L
.
D(1) is exact outside z = ζq

i
for i ∈ N0 since there

it coincides with 0 → P ′ f−→ P g−→ P ′′ → 0. At z = ζ the sequence of the

completed stalks equals 0 → q′
f−→ q

g−→ q′′ → 0 and is exact by the strictness

of f and g. Hence (2.6) is exact at z = ζ and the commutative diagram

0 // σ∗Q′ //

FQ′
��

σ∗Q //

FQ
��

σ∗Q′′ //

FQ′′
��

0

0 // Q′ // Q // Q′′ // 0

shows that (2.6) is exact everywhere. Finally the faithfulness of S results from

the faithfulness of the functor σ∗D 7→ P = σ∗D ⊗k((z)) OXL〈 zζ , z
−1}. �

We determine the composition SH in the situation of the previous section.

Recall that there are two morphisms

α : OK [[z]]
modmK−−−−−→ k[[z]] ⊂−→ K〈 zζ , z

−1} and β : OK [[z]] ⊂ K〈 zζ , z
−1}

mapping z to z.

Proposition 2.4.4. There exists a natural isomorphism of tensor func-

tors from the category of rigidified local shtukas over OK to the category of

pairs of σ-modules over K〈 zζ , z
−1} between SH and the functor (M,FM , δM ) 7→

(P,Q), where

P = σ∗M ⊗OK [[z]],α K〈 zζ , z
−1} =

(
σ∗M ⊗OK [[z]] k((z))

)
⊗k((z)) K〈 zζ , z

−1} and

Q=M ⊗OK [[z]],β K〈 zζ , z
−1}

and where the morphism σ∗δM ◦ F−1
M : Q[t−1

− ] ∼−→P[t−1
− ] identifies Q with a

submodule of P[t−1
− ].

Proof. Let SH(M) = (P ′,Q′). Clearly P = P ′. The σ-module Q is

isomorphic to its image Q′′ inside P[t−1
− ] under σ∗δM ◦ F−1

M :

σ∗M ⊗OK [[z]],β K〈 zζ , z
−1}[t−1

− ]
σ∗δM // P[t−1

− ] .

M ⊗OK [[z]],β K〈 zζ , z
−1}

F−1
M

OO

σ∗δM ◦ F−1
M

33
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This satisfiesQ′′⊗K[[z−ζ]] = q ⊂ P⊗K((z−ζ)). Moreover, the commutativity
of the diagram

σi∗M ⊗K[[z − ζqi ]]
σi∗(σ∗δM◦F−1

M )
−−−−−−−−−−−→ σi∗Q′′⊗K[[z − ζqi ]]=σi∗q ⊂σi∗P ⊗K((z − ζqi))yFM◦···◦(σi−1)∗FM ηi

y
M ⊗K[[z − ζqi ]]

σ∗δM◦F−1
M−−−−−−−−−−−→ Q′′⊗K[[z − ζqi ]]=ηi(σ

i∗q) ⊂P ⊗K((z − ζqi))

in which all arrows are isomorphisms, shows that Q′′⊗K[[z−ζqi ]] = ηi(σ
i∗q) ⊂

P ⊗K((z − ζqi)). So M ⊗OK [[z]],β K〈 zζ , z
−1} ∼= Q′′ = Q′ as desired. �

As an example let us compute the effect of S on the Tate object 1l(n)

from Example 2.3.5 in the category of rigidified local shtukas with Hodge-Pink

structure over Fq((ζ)). We find S
(
1l(n)

)
=
(
O(−n), t−n− O(−n)

)
. Since the

σ-module t−n− O(0) over Fq((ζ))〈 zζ , z
−1} equals

(
Fq((ζ))〈 zζ , z

−1}, F = (1− ζ
z )n·σ

)
,

we obtain

t−n− O(−n) = t−n− O(0)⊗O(−n) =
(
Fq((ζ))〈 zζ , z

−1}, F = (z − ζ)n · σ
)

and this also illustrates Proposition 2.4.4.

Next we want to derive a criterion for (weak) admissibility in terms of the

pair (P,Q). As a consequence we shall see that “admissible implies weakly

admissible”. In the next section the criterion will allow us to prove that also

the converse is true; that is, “weakly admissible implies admissible”, provided

K satisfies condition (2.3) from page 1294.

For an integer e, consider the σ-submodule t−e− P of P[t−1
− ] over K〈 zζ , z

−1}.
It satisfies Ft−e− P

= (1− ζ
z )e · FP and is isomorphic to P ⊗ t−e− O(0). We want

to construct an isomorphism between t−e− O(0) and O(e) over K〈 zζ , z
−1}. For

this we need to find a solution t+ =
∑

i≥0 tiz
i ∈ K〈 zζ , z

−1}× for the equation

z−1tσ+ = (1− ζ
z ) t+ which we expand to tqi + ζti = ti−1. Since K is algebraically

closed we may indeed find solutions ti ∈ K of the last equation. One easily

sees that |ti| = |ζ|q−i/(q−1); hence t+ ∈ K〈 zζ , z
−1}×. Multiplication with te+

defines an isomorphism t−e− O(0)⊗K〈 zζ , z
−1} ∼−→O(e) over K〈 zζ , z

−1}. Hence

the σ-modules t−e− P and P ⊗ O(e) become isomorphic over K〈 zζ , z
−1}. In

particular deg t−e− P = e · rkP + degP. This discussion corresponds to the fact

that t := t−t+ satisfies z−1σ∗t = t, that is t ∈ O(1)F (K). So multiplication

with te yields an embedding O(0)→ O(e) of σ-modules over K〈 zζ , z
−1}. Note

that t is an analog of the complex period 2πi; see [Har09, §2.7].

Lemma 2.4.5. Let D be a z-isocrystal with Hodge-Pink structure over K .

Consider the pair (P,Q) = S(D) of σ-modules over K〈 zζ , z
−1}. Then

tN (D) = −degP , and tH(D) = degQ− degP .
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Proof. To prove the first assertion let n be the rank of D and let d =

tN (D). Then the σ-module ∧n(D,FD)⊗k((z)) K((z)) over K((z)) is isomorphic

to O(−d) by Theorem 1.2.9 and Lemma 1.5.13. Therefore already the σ-

module ∧n(D,FD)⊗k((z))K〈 zζ 〉[z
−1] over K〈 zζ 〉[z

−1] is isomorphic to O(−d) by

Lemma 1.6.3. So

∧nP ⊗K〈 zζ , z
−1} = ∧n(D,FD)⊗k((z)) K〈 zζ , z

−1} ∼= O(−d)

and this implies that degP = −d proving the claim. Alternatively one could

also argue that ∧n(D,FD) ∼= O(−d) as z-isocrystals over kalg and then trans-

port this isomorphism to K〈 zζ , z
−1} via some (any) embedding kalg[[z]] ↪→

K〈 zζ , z
−1}.

To prove the second assertion let w1 ≥ · · · ≥ wn be the Hodge-Pink

weights of D and let e be an integer such that Q ⊂ t−e− P. Then over K〈 zζ , z
−1}

we have O(degQ) ∼= ∧nQ ⊂ ∧nt−e− P ∼= O(ne + degP). Since Q differs from

P only at z = ζq
i

for i ≥ 0, the K[[z − ζ]]-module

∧n(z − ζ)−epD / ∧n qD ∼=
(
O(ne+ degP) /O(degQ)

)
⊗K[[z − ζ]]

has length ne+ degP − degQ. On the other hand it has length
∑n

i=1(e+wi).

From this the second assertion follows. �

Proposition 2.4.6. Let D = (D,FD, qD) be a z-isocrystal with Hodge-

Pink structure over K and let (P,Q) = S(D) be the associated pair of σ-mod-

ules over K〈 zζ , z
−1}. Then D is weakly admissible if and only if the following

conditions hold :

(a) degQ = 0 and

(b) for any FD-stable k((z))-subspace D′ ⊂ D, the saturation Q′ of(
D′ ⊗k((z)) K〈 zζ , z

−1}, FD′
)
∩Q

inside Q satisfies degQ′ ≤ 0.

Proof. Note that
(
(D′⊗K〈 zζ , z

−1}, FD′),Q′
)

is the pair of σ-modules asso-

ciated with the strict subobject (D′, FD′ , qD′) of D with qD′ = qD∩σ∗D′⊗k((z))

K((z − ζ)). Thus the claim follows from Lemma 2.4.5. �

Theorem 2.4.7. A z-isocrystal with Hodge-Pink structure D over K is

admissible if and only if the associated pair of σ-modules (P,Q) over K〈 zζ , z
−1}

satisfies the condition that Q is isoclinic of slope zero (Definition 1.5.7).

As an immediate consequence we obtain

Corollary 2.4.8. Every admissible z-isocrystal with Hodge-Pink struc-

ture is weakly admissible.
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Proof. Let D be an admissible z-isocrystal with Hodge-Pink structure over

K and let (P,Q) = S(D). Then Q is isoclinic of slope zero by Theorem 2.4.7,

hence semistable (Definition 1.5.2) by Lemma 1.5.8. Therefore any nonzero

σ-submodule Q′ of Q has degQ′ ≤ degQ = 0 and the assertion follows from

Proposition 2.4.6. �

Proof of Theorem 2.4.7. If D is admissible, let M be a rigidified local

shtuka over OK which induces D. We haveQ ∼= M⊗OK [[z]]K〈 zζ , z
−1} by Propo-

sition 2.4.4. Fix a basis of M and let Φ =
∑

i≥0 Φiz
i ∈ GLn

(
OK [[z]][ 1

z−ζ ]
)
⊂

GLn
(
K[[z]]

)
be the matrix by which FM acts on this basis. Let K be the com-

pletion of an algebraic closure of K. Since Φ0 ∈ GLn(K) there exists a matrix

S ∈ GLn(K) such that S−1Φ0S = Idn by Lang’s theorem [Lan56]. Hence

S−1ΦSσ ∈ Idn +Mn

(
zK[[z]]

)
and M⊗K((z)) is isoclinic of slope zero by Lemma 1.5.13. By Proposition 1.6.6,

Q⊗K〈 zζ , z
−1} ∼= M⊗K〈 zζ , z

−1} is isoclinic of slope zero. By its very definition

this means that Q is isoclinic of slope zero. Alternatively one could consider

the equation U = ΦUσ and explicitly show that it has a solution with U ∈
GLn(K〈 zζ 〉). Then Q⊗K〈 zζ , z

−1} ∼= O(0)⊕n.

By Corollary 1.7.6 the converse follows from the following Proposition 2.4.9

with L = K,R = OK , X = Spf OK , XL = SpK,X0 = Spec k. �

Proposition 2.4.9 below gives a criterion for a family of Hodge-Pink struc-

tures on a constant z-isocrystal to arise from a bounded rigidified local shtuka.

Although we need this result for the proof of Theorem 2.4.7 only in case L = K

and XL = SpK, we formulate it here and use it in Theorem 3.4.3 in a relative

setting over quasi-paracompact quasi-separated rigid analytic spaces (see Ap-

pendix A.2). These are precisely the spaces which admit quasi-paracompact

admissible formal models; see Theorem A.2.5. For any such formal Spf R-

scheme X we denote the special fiber X ⊗R k by X0. Recall that for an

admissible formal R-algebra B◦ one sets

B◦〈z〉 =
{ ∞∑
i=0

biz
i : bi ∈ B◦, |bi| → 0 (i→∞)

}
and

B◦〈z, z−1〉 =
{ ∞∑
i=−∞

biz
i : bi ∈ B◦, |bi| → 0 (i→ ±∞)

}
.

These are again admissible formal R-algebras. We further denote the passage

to the associated affinoid L-algebraB := B◦⊗RL by dropping the superscript ◦.

Proposition 2.4.9. Let (D,FD) be a z-isocrystal over k. Let XL be

a quasi-paracompact quasi-separated rigid analytic space over L. Let q be a
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family of Hodge-Pink structures on (D,FD) over XL. Consider the associ-

ated pair (P,Q) of σ-modules over OXL〈 zζ , z
−1}. Assume that Q contains an

OXL〈 zζ 〉-lattice Q′ on which FQ is an isomorphism. Then there exists a quasi-

paracompact admissible formal model X of XL over Spf R, and a bounded

rigidified local shtuka (M,FM , δM ) over X with M ⊗OX [[z]] OX0 [[z]][z−1] ∼=
D ⊗k((z)) OX0 [[z]][z−1] and such that the OXL [[z − ζ]]-lattices q and σ∗δM ◦
F−1
M

(
M ⊗OX [[z]] OXL [[z − ζ]]

)
coincide inside

σ∗δM

(
σ∗M ⊗OX [[z]] OXL [[z − ζ]][ 1

z−ζ ]
)

= σ∗D ⊗k((z)) OXL [[z − ζ]][ 1
z−ζ ] .

Proof. Let {Xi
L}i be an affinoid covering of XL which is locally finite.

For each i we will construct a quasi-compact admissible formal R-scheme Xi

and a rigidified local shtuka over Xi, as in the assertion, which satisfies a

maximality property by which it is uniquely defined. Then by [Bos, Th. 2.8/3]

there exist a quasi-paracompact admissible formal R-model X of XL, open

formal subschemes U i ⊂ X, and admissible formal blowing-ups U i → Xi. By

their maximality property the pullbacks to U i of the rigidified local shtukas

glue yielding the desired rigidified local shtuka M on X.

Now fix an i and an admissible formal R-model Xi = Spf B◦ of Xi
L.

During the proof we will replace Spf B◦ by various admissible blowing-ups X ′

of Spf B◦. To ease notation we will then work on an affine open subset of

X ′. The reader should note however, that all our operations and the further

admissible blowing-ups we need are globally defined on X ′.

Using Lemma 2.1.6 we may tensor with a suitable Tate object and there-

fore assume that FD ∈ Mn

(
k[[z]]

)
· σ and P ⊂ Q. We fix a finite free k[z]-

submodule E of σ∗D with σ∗D = E ⊗k[z] k((z)) and consider the sheaves

N := E ⊗k[z] B
◦〈z, z−1〉 on Spf B◦〈z, z−1〉 and P := E ⊗k[z] B〈z〉 on SpB〈z〉.

Then P = P ⊗B〈z〉 B〈 zζ , z
−1}. Consider the B〈 zζ 〉-lattice Q′ ⊂ Q. By con-

struction Q′ and P coincide on SpB〈 zζ ,
ζ
z 〉rV(z− ζ) and are related at z = ζ

by

Q′ ⊗B[[z − ζ]] = q ⊃ p = P ⊗B[[z − ζ]] .

We glue Q′ and P over SpB〈 zζ ,
ζ
z 〉 r V(z − ζ) to a locally free sheaf FL of

finite rank on SpB〈z〉 which coincides with Q′ on SpB〈 zζ 〉 and with P on

SpB〈z, ζz 〉 r V(z − ζ). The isomorphisms σ∗FD and FQ define a morphism

FFL : σ∗FL ⊗B〈z〉 B{z} → FL ⊗B〈z〉 B{z} which is an isomorphism outside

z = ζ and satisfies cokerFFL = q/p. We can think of FL ⊗B〈z〉 B{z} as the

rigid analytic part of the desired rigidified local shtuka M . Our task is now to

actually construct the formal model M of FL ⊗B〈z〉 B{z}.
Note that FL⊗B〈z〉 B〈z, z−1〉 = N ⊗B◦〈z,z−1〉 B〈z, z−1〉. By Lemma A.6.2

we may replace Spf B◦ by an admissible blowing-up and assume that FL and

N both come from a locally free sheaf F of finite rank on Spf B◦〈z〉 with the
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maximality property that for any morphism β : Spf C◦ → Spf B◦ of admissible

formal Spf R-schemes

Γ
(
Spf C◦〈z〉 , β∗F

)
= Γ

(
Sp(C◦ ⊗R L)〈z〉 , β∗FL

)
∩ Γ
(
Spf C◦〈z, z−1〉 , β∗N

)
inside Γ

(
Sp(C◦ ⊗R L)〈z, z−1〉 , β∗FL

)
. This property uniquely determines F .

We put M := F ⊗B◦〈z〉 B◦[[z]]. The morphism σ∗FD induces an isomorphism

FN := σ∗FD ⊗ id : σ∗N ⊗B◦〈z,z−1〉 B
◦[[z, z−1〉 −→ N ⊗B◦〈z,z−1〉 B

◦[[z, z−1〉 ,

where

B◦[[z, z−1〉 :=
{ ∞∑
i=−∞

biz
i : bi ∈ B◦, |bi| → 0 (i→ −∞)

}
.

Then FFL and FN extend by Lemma A.6.4 to a morphism FM : σ∗M→M.

We determine its cokernel. Since F is locally free, M and σ∗M are locally on

Spf B◦ isomorphic to B◦[[z]]n. After we fix bases ofM and σ∗M the morphism

FM corresponds to a matrix Φ ∈ Mn

(
B◦[[z]]

)
. Consider the commutative

diagram with exact rows

0 // σ∗M
FM //

� _

��

M //
� _

��

V //

��

0

0 // σ∗M⊗B◦[[z]] B{z}
FFL // M⊗B◦[[z]] B{z} // W // 0 .

Since W = cokerFFL is killed by (z − ζ)e for some e ∈ N0, we have

(z − ζ)eM⊗B◦[[z]] B{z} ⊂ imFFL .

In particular there is a matrix Ψ ∈ Mn

(
B{z}

)
representing the morphism

F−1
FL ◦ (z− ζ)e with ΦΨ = (z− ζ)e. Now Φ ∈ GLn

(
B◦[[z, z−1〉

)
sinceM⊗B◦[[z]]

B◦[[z, z−1〉 = σ∗D⊗k((z))B
◦[[z, z−1〉 and σ∗FD is an isomorphism. Therefore Ψ

has its coefficients in B{z} ∩ B◦[[z, z−1〉 = B◦[[z]]. We deduce that (z − ζ)eM
lies in the image of FM and V is killed by (z−ζ)e. Consider the exact sequence

of B◦〈 zζ 〉-modules

0 // σ∗M⊗B◦[[z]] B◦〈 zζ 〉
FM //M⊗B◦[[z]] B◦〈 zζ 〉 // V // 0 .

By [BL93b, Th. 4.1] there exists an admissible blowing-up X ′′ of Spf B◦ such

that on any affine open subset Spf C◦ ofX ′′ the C◦-module V⊗B◦C◦/(ζ-torsion)

is locally free of finite rank. Since

V ⊗B◦〈 z
ζ
〉 C
◦〈 zζ 〉 = V ⊗B◦〈 z

ζ
〉/(z−ζ)e C

◦〈 zζ 〉/(z − ζ)e = V ⊗B◦ C◦
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we have an exact sequence of C◦〈 zζ 〉-modules

0 −→ Tor
B◦〈 z

ζ
〉

1 (V,C◦〈 zζ 〉) −→ σ∗M⊗B◦[[z]] C◦〈 zζ 〉
−→M⊗B◦[[z]] C◦〈 zζ 〉 −→ V ⊗B◦ C◦ −→ 0 .

The C◦〈 zζ 〉-module Tor
B◦〈 z

ζ
〉

1 (V,C◦〈 zζ 〉) is killed by (z − ζ)e. So it must vanish

since σ∗M⊗B◦[[z]] C◦〈 zζ 〉 is free. Also by [BL93b, Lemma 4.5], V ⊗B◦ C◦ has

no ζ-torsion and is therefore a locally free C◦-module of finite rank. Replacing

B◦ by C◦ we conclude that (M, FM : σ∗M→M) is a local shtuka over X ′′.

It is bounded by (d, 0, . . . , 0) for d = rkB◦ V . To construct a rigidification on

M we define

B〈z, z−1} =
{ ∞∑
i=−∞

biz
i : bi ∈ B, |bi| → 0 (i→∞) ,

|bi| |ζ|ri → 0 (i→ −∞) ∀r > 0
}

and

B◦〈z, z−1} =
{ ∞∑
i=−∞

biz
i : bi ∈ B◦, |bi| → 0 (i→∞) ,

|bi| |ζ|ri → 0 (i→ −∞) ∀r > 0
}
.

Then there is an exact sequence of B◦〈z, z−1}-modules

(2.7) 0 // B◦〈z, z−1} // B◦〈z, z−1〉 ⊕B〈z, z−1} // B〈z, z−1〉
f � // (f, f) , (g, h) � // g − h.

Moreover, F ⊗B◦〈z〉 B〈z, z−1} = FL ⊗B〈z〉 B〈z, z−1}, and E ⊗k[z] B〈z, z−1} =

P ⊗B〈z〉 B〈z, z−1}, and F ⊗B◦〈z〉 B◦〈z, z−1〉 = N = E ⊗k[z] B
◦〈z, z−1〉. The

inclusions te−Q ⊂ P ⊂ Q induce inclusions

te− ·
(
FL ⊗B〈z〉 B〈z, z−1}

)
⊂ P ⊗B〈z〉 B〈z, z−1} ⊂ FL ⊗B〈z〉 B〈z, z−1} .

Tensoring (2.7) with the locally free B◦〈z, z−1}-modules F ⊗B◦〈z〉 B◦〈z, z−1}
and E ⊗k[z] B

◦〈z, z−1}, and observing te−·
(
FL⊗B〈z〉 B〈z, z−1〉

)
= N ⊗B◦〈z,z−1〉

B〈z, z−1〉 = FL ⊗B〈z〉 B〈z, z−1〉 yields

0 // te− ·
(
F ⊗B◦〈z〉 B◦〈z, z−1}

)
� _

��

// te− ·N ⊕ te− ·
(
FL ⊗B〈z〉 B〈z, z−1}

)
� _

��
0 // E ⊗k[z] B

◦〈z, z−1}
� _

��

// N ⊕P ⊗B〈z〉 B〈z, z−1}
� _

��
0 // F ⊗B◦〈z〉 B◦〈z, z−1} // N ⊕FL ⊗B〈z〉 B〈z, z−1}
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Tensoring the left column further with B◦[[z, z−1}[t−1
− ] yields the equality in

the upper row of

M⊗OX′′ [[z]] OX′′ [[z, z
−1}[t−1

− ]

δM ++

σ∗D ⊗k((z)) OX′′ [[z, z−1}[t−1
− ]

FD⊗ id

��
D ⊗k((z)) OX′′ [[z, z−1}[t−1

− ] .

This is the desired rigidification on M. It satisfies

M⊗OX′′ [[z]] OX′′0 [[z]][z−1] = σ∗D ⊗k((z)) OX′′0 [[z]][z−1]

∼FD⊗ id−−−−−−→ D ⊗k((z)) OX′′0 [[z]][z−1]

and σ∗δM ◦F−1
M
(
M⊗OX′′ [[z]]B[[z−ζ]]

)
= q inside σ∗D⊗k((z))B[[z−ζ]][ 1

z−ζ ]. �

By similar arguments one can also prove the following

Proposition 2.4.10. The functor H : (M,FM , δM ) 7→ (D,FD, q) between

the category of rigidified local shtukas over OK up to isogeny and the category

of z-isocrystals with Hodge-Pink structure over K is fully faithful.

Proof. The faithfulness follows from the faithfulness of SH : M 7→ (P,Q)

which is a consequence of Proposition 2.4.4. To prove fullness let (Mi, Fi, δi)

for i = 1, 2 be rigidified local shtukas over OK . Let Di := H(Mi, Fi, δi) be their

associated z-isocrystals with Hodge-Pink structure over K and let (Pi,Qi) :=

S(Di)
∼= SH(Mi, Fi, δi) be their associated pairs of σ-modules over K〈 zζ , z

−1}.
Consider the σ-module Q′i := Mi ⊗OK [[z]] K〈 zζ 〉 over K〈 zζ 〉. It satisfies Qi ∼=
Q′i ⊗K〈 zζ , z

−1}. Let f : D1 → D2 be a morphism and let f : Q1 → Q2 be the

induced morphism. Then by Proposition 1.3.5(a)

f ∈ Homσ(Q1,Q2)F (K) = Homσ

(
Q′1 ⊗K〈 zζ 〉[z

−1],Q′2 ⊗K〈 zζ 〉[z
−1]
)F

(K) .

Therefore we may fix an integer n such that znf induces a morphism of

σ-modules znf : Q′1 → Q′2.

Fix a rational number r with 0 < r < 1 and let P i := σ∗Di ⊗k((z))

K〈 z
ζr/q

, ζz 〉. The K〈 z
ζr/q
〉-module Mi ⊗OK [[z]] K〈 z

ζr/q
〉 is obtained as the glu-

ing of P i with Q′i via Fi ◦ (σ∗δi)
−1 over SpK〈 zζ ,

ζ
z 〉rV(z− ζ). Moreover, since

Mi is a (locally) free OK [[z]]-module we can recover Mi as the intersection

Mi = Mi ⊗OK [[z]] K〈 z
ζr/q
〉 ∩Mi ⊗OK [[z]] OK [[z, ζ

r

z 〉[z
−1]

inside Mi ⊗OK [[z]] K〈 z
ζr/q

, ζ
r

z 〉, where we set

OK [[z, ζ
r

z 〉[z
−1] :=

{ ∞∑
i=−∞

biz
i : bi ∈ OK , |biζri| → 0 (i→ −∞)

}
.
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By what was said above the morphism znf : D1 → D2 induces the two com-

patible morphisms znf : M1 ⊗OK [[z]] K〈 z
ζr/q
〉 →M2 ⊗OK [[z]] K〈 z

ζr/q
〉 and

M1 ⊗OK [[z]] OK [[z, ζ
r

z 〉[z
−1]

znf //

δ1
��

M2 ⊗OK [[z]] OK [[z, ζ
r

z 〉[z
−1]

δ2
��

D1 ⊗k((z)) OK [[z, ζ
r

z 〉[z
−1]

znf // D2 ⊗k((z)) OK [[z, ζ
r

z 〉[z
−1]

and therefore the desired morphism znf : M1 →M2 of rigidified local shtukas.

�

Remark. Let X be an arbitrary admissible formal scheme over Spf R and let

(D,FD) be a z-isocrystal over k. Consider the category of bounded rigidified

local shtukas (M,FM , δM ) over X with constant z-isocrystal (M,FM )⊗OX [[z]]

OX0 [[z]][z−1] ∼= (D,FD) ⊗k((z)) OX0 [[z]][z−1]. Here the rigidification consists of

an isomorphism

δM : M ⊗OX [[z]] OX [[z, z−1}[t−1
− ] ∼−→D ⊗k((z)) OX [[z, z−1}[t−1

− ]

with δM ◦ FM = FD ◦ σ∗δM and δM ⊗ idOX0
[[z]][z−1] = idD. Then one can

define the functor HX : (M,FM , δM ) 7→ (D,FD, q) from rigidified local shtukas

(M,FM , δM ) to families of Hodge-Pink structures on (D,FD) as in case X =

Spf OK . The above proof shows the full faithfulness also for HX over X.

Genestier and Lafforgue [GL08, §2] have worked out this point of view in

detail.

2.5. Weakly admissible implies admissible. As before assume that there

is a fixed section k ↪→ OK of the residue map OK → k. Assume that K

satisfies condition (2.3) from page 1294. Let D be a z-isocrystal with Hodge-

Pink structure over K. We want to show in this section that if D is weakly

admissible then it is already admissible. This fact was first proved by Genestier

and Lafforgue [GL08] under the assumption that K is discretely valued with

perfect residue field k. Here we give an entirely different proof which instead

parallels the proofs of Berger [Ber08] and Kisin [Kis06] of the analogous result

in mixed characteristic. As a preparation we need the following lemma which

holds even without the above assumptions on K.

Lemma 2.5.1. Let M be a σ-module over K{z, z−1} and let N ⊂ M ⊗
K〈 zζ , z

−1} be a saturated σ-submodule over K〈 zζ , z
−1}. Then there exists a

unique saturated σ-submodule N⊂M over K{z, z−1} with N ⊗K〈 zζ , z
−1}=N .

Proof. Repeated application of Lemma 1.6.8 allows us to extend N ⊗
K〈 zζ ,

ζq

z 〉 to a saturated σ-submodule Ni of M ⊗ K〈 z

ζq−i
, ζ

q

z 〉 for all i ∈ N0.

Gluing the Ni with N over K〈 zζ ,
ζq

z 〉 defines a saturated subsheaf N of M
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which is FM -invariant. By definition N is the desired saturated σ-submodule

of M . �

The key to showing that weakly admissible implies admissible is the fol-

lowing proposition.

Proposition 2.5.2. Assume that K satisfies condition (2.3) from page 1294.

Let D be a Hodge-Pink structure over K . Consider the associated pair (P,Q) =

S(D) of σ-modules over K〈 zζ , z
−1}. Let Q′ ⊂ Q be a saturated σ-submodule

over K〈 zζ , z
−1} and let P ′ be the saturation inside P of P ∩ Q′. Then there

exists a subobject D′ of D with (P ′,Q′) = S(D′).

Proof. If the subobject D′ = (D′, FD′ , qD′) of D = (D,FD, qD) exists,

we necessarily must have qD′ = qD ∩ σ∗D′ ⊗k((z)) K((z − ζ)) since Q′ ⊂ Q
is saturated. Conversely it suffices to establish the existence of an FD-stable

subspace D′ ⊂ D with σ∗(D′, FD|D′)⊗k((z)) K〈 zζ , z
−1} = P ′ as σ-submodules

of P, since then qD∩σ∗D′⊗k((z))K((z−ζ)) is the desired Hodge-Pink structure.

(a) First we claim that it suffices to prove the existence of D′ under

the additional assumption that k is algebraically closed. Namely, let kalg be

the algebraic closure of k inside K and let K̃ be the closure inside K of the

compositum kalg ·K. Assume we are given an FD-stable kalg((z))-subspace D′

such that

σ∗D′ ⊗kalg((z)) K̃〈 zζ , z
−1} = P ′ ⊗ K̃〈 zζ , z

−1}

as submodules of σ∗D⊗k((z))K̃〈 zζ , z
−1}. Set qD′ := qD⊗K̃[[z−ζ]]∩σ∗D′⊗kalg((z))

K̃((z − ζ)) and assume that S(D′, FD′ , qD′) = (P ′,Q′) ⊗ K̃〈 zζ , z
−1}. We must

show that D′ descends to k((z)).

By Lemma 1.2.5 we may assume that dimkalg((z))D
′ = rkK〈 z

ζ
,z−1} P ′ = 1.

Choose a basis e1, . . . , en of D over k((z)). Then D′ is generated over kalg((z))

by a vector v = a1e1 + · · ·+anen with ai ∈ kalg((z)). Without loss of generality,

a1 6= 0 and we can assume a1 = 1. On the other hand P ′ is generated over

K〈 zζ , z
−1} by a vector w = b1 σ

∗e1 + · · ·+ bn σ
∗en with bi ∈ K〈 zζ , z

−1}. Since

σ∗D′ ⊗ K̃〈 zζ , z
−1} = P ′ ⊗ K̃〈 zζ , z

−1} there exists a unit a ∈ K̃〈 zζ , z
−1}× with

w = a σ∗v. We find that b1 = a ∈ K̃〈 zζ , z
−1}× ∩ K〈 zζ , z

−1} = K〈 zζ , z
−1}×

(for the last equality use [BGR84, Lemma 9.7.1/1]). This yields aσi = a−1bi ∈
kalg((z))∩K〈 zζ , z

−1}. By expanding in powers of z we conclude that aσi ∈ k((z))

because kalg ∩ K = k. So σ∗D′ descends to k((z)). Since FD maps σ∗D′

isomorphically onto D′, also, D′ descends to k((z)) as desired.

(b) From now on we work over K̃. By what was said above it suffices

to assume that rkP ′ = 1 and to prove that P ′ ⊗ K̃〈 zζ , z
−1} descends to a

σ-submodule σ∗D′ ⊂ σ∗D ⊗ kalg((z)). Then D′ = (σ−1)∗σ∗D′ ⊂ D ⊗ kalg((z)).
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Lemma 2.5.1 allows us to extend P ′ ⊗ K̃〈 zζ , z
−1} to a saturated σ-submodule

P ′ of P := σ∗D ⊗k((z)) K̃{z, z−1}. Now consider the slope decomposition

(D ⊗ kalg((z)), FD) ∼=
⊕̀
i=1

F⊕midi,ni

from Theorem 1.2.9 and set Dλ := F⊕midi,ni
for λ = di

ni
. This induces the slope

decomposition P ∼=
⊕

λ Pλ with Pλ := σ∗Dλ ⊗kalg((z)) K̃{z, z−1}. Let d :=

degP ′. We claim that P ′ ⊂ Pd/1.

To prove the claim consider the induced morphisms fλ : P ′ ↪→ P → Pλ.

By Proposition 1.4.5, fλ = 0 if λ < d. Thus it suffices to show that fλ = 0

also for λ > d. Twisting with O(−d) allows us to assume that d = 0. Set
e
s := λ > 0 with positive integers e and s and assume fλ 6= 0. Replacing σ by

σs (and q by qs) we may assume that Pλ = O(e)⊕n, that is FPλ = z−e · σ.

Projecting onto a suitable summand we find a proper inclusion P ′ ⊂ O(e).

There exists a rational number r with 1 ≤ r < q such that the cokernel of

P ′ ⊂ O(e) is supported on
⋃
ν∈Z Sp K̃〈 z

ζq−ν
, ζ

rq−ν

z 〉. We tensor the inclusion

P ′ ⊂ O(e) with the principal ideal domain K̃〈 zζ ,
ζr

z 〉 and we let
∑e

`=0 a`z
` ∈

K̃[z] be the corresponding elementary divisor. Note that the length of the

cokernel
(
O(e)/P ′

)
⊗ K̃〈 zζ ,

ζr

z 〉 is e by Proposition 1.4.4. We may assume

ae = 1. Then the a` are uniquely determined by Lemma 1.1.2. In particular

0 < |a0| < 1 since otherwise the length of the cokernel would be less than e. The

σ-invariance of the inclusion P ′ ⊂ O(e) implies that we find
∑e

`=0 a
1/q
` z` ∈ K̃[z]

as the elementary divisor after tensoring with K̃〈 z
ζ1/q

, ζ
r/q

z 〉. Proceeding in this

manner we obtain a
1/qν

0 ∈ K̃ for arbitrarily large ν. But this is impossible since

K satisfies condition (2.3) from page 1294. Thus fλ = 0 for all λ 6= d and so

P ′ ⊂ Pd/1.

(c) After twisting D with O(−d) we obtain P ′ ⊂ Pλ for λ = 0. We let

e1, . . . , en be a basis of Dλ on which FD acts as σ. Then FPλ = σ and one sees

that σ∗Dλ = (Pλ)F (K̃)⊗Fq((z)) k
alg((z)). We claim that

σ∗D′ := (P ′)F (K̃)⊗Fq((z)) k
alg((z))

is the desired σ-submodule of σ∗D ⊗ kalg((z)). Let v = a1 σ
∗e1 + · · ·+ an σ

∗en
with ai ∈ K̃〈 zζ , z

−1} be a generator of P ′. Since degP ′ = 0 there exists an

isomorphism P ′ ⊗K〈 zζ , z
−1} ∼= O(0) of σ-modules over K〈 zζ , z

−1}. Thus we

find a unit b ∈ K〈 zζ , z
−1}× with FPλ(bσσ∗v) = bv, whence (bai)

σ = bai ∈
Fq((z)). It follows that b ∈ K̃〈 zζ , z

−1}×. Replacing v by bv yields v ∈ σ∗Dλ
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and so P ′ descends to a σ-submodule σ∗D′ with σ∗D′ ⊗kalg((z)) K̃〈 zζ , z
−1} ∼=

P ′ ⊗ K̃〈 zζ , z
−1}. This proves the proposition. �

Theorem 2.5.3. Assume that K satisfies condition (2.3) from page 1294.

Then the functor H is a tensor equivalence between the category of rigidified

local shtukas over OK up to isogeny and the category of z-isocrystals with

Hodge-Pink structure over K which are weakly admissible. In other words,

weakly admissible implies admissible.

Remark. We will show in Example 3.3.2 that weakly admissible need not

imply admissible if K does not satisfy condition (2.3).

Remark. To define a Hodge-Pink structure on a fixed z-isocrystal one

needs only finitely many elements from K. Therefore every z-isocrystal with

Hodge-Pink structure can be defined over a field K which is topologically

finitely generated over its residue field (which it contains by assumption). It

might at first glance seem surprising that such a field could fail to satisfy

condition (2.3). See however Example A.2.2(d) which shows that such a field

can even be algebraically closed.

Proof. Let (P,Q) = S(D). By Theorem 2.4.7 we must show that Q is

isoclinic of slope zero. By Proposition 2.4.6 the weak admissibility implies

that degQ = 0. Assume that Q is not isoclinic. Then the Slope Filtration

Theorem 1.7.7 yields a saturated σ-submodule Q′ ⊂ Q over K〈 zζ , z
−1} which is

isoclinic of negative slope, hence has positive degree. Let P ′ be the saturation

inside P of P ∩ Q′. From Proposition 2.5.2 we obtain a subobject D′ of D

with S(D′) = (P ′,Q′). Then tH(D′) − tN (D′) = degQ′ > 0 by Lemma 2.4.5

contradicting the weak admissibility. This proves the theorem. �

3. Period spaces

This chapter is devoted to the investigation of period spaces for Hodge-

Pink structures. In Sections 3.1 and 3.2 we construct these period spaces, simi-

larly to the period spaces Rapoport and Zink [RZ96] constructed for Fontaine’s

filtered isocrystals, and we show that the admissible locus is Berkovich open.

We illustrate this theory by describing some examples for period spaces in Sec-

tion 3.3. Finally in Section 3.4 we formulate and prove a precise analog of the

conjecture of Rapoport and Zink mentioned in the introduction.

3.1. Period spaces for Hodge-Pink structures. In this section our aim is

to study period spaces for Hodge-Pink structures which arise similarly to the

period spaces of Rapoport and Zink [RZ96] in mixed characteristic. Let k be

an extension of Fq. Let n be a positive integer and let b ∈ GLn
(
k((z))

)
. Let

RepFq((z))
GLn be the category of representations of GLn in finite dimensional
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Fq((z))-vector spaces. With any object V of RepFq((z))
GLn we associate a z-iso-

crystal over k

(D,FD) =
(
V ⊗ k((z)), b · ( id⊗σ)

)
.

This defines a faithful Fq((z))-linear exact tensor functor from RepFq((z))
GLn

to the category of z-isocrystals over k. Let g ∈ GLn
(
k((z))

)
and b′ = gb(gσ)−1.

In this case we say that b and b′ are σ-conjugate. Then multiplication with g

defines an isomorphism between the tensor functor associated with b and the

tensor functor associated with b′.

Definition 3.1.1. A σ-conjugacy class b̄ in GLn(k((z))) is called decent if

there exists an element b ∈ b̄ and a positive integer s such that

(b · σ)s = b · bσ · . . . · bσs−1 · σs = diag(zd1 , . . . , zdn) · σs

where di/s are the slopes of the z-isocrystal (D,FD) over k((z)). We call b a

decent element in b̄ and the above equation a decency equation for b with the

integer s.

The following result is proved in the same manner as in [RZ96, Cors. 1.9

and 1.10].

Proposition 3.1.2. (a) If b̄ is decent and b and s are as in Defini-

tion 3.1.1, then b ∈ GLn
(
k′((z))

)
, where k′ = Fqs ∩ k.

(b) If b1, b2 ∈ b̄ satisfy a decency equation with the same integer s, then b1
and b2 are σ-conjugate in GLn

(
k′((z))

)
. �

Proposition 3.1.3. If k is algebraically closed, then any σ-conjugacy

class in GLn
(
k((z))

)
is decent.

Proof. This follows directly from Theorem 1.2.9. �

Lemma 3.1.4. If b ∈ b̄ satisfies a decency equation with the integer s,

then every b · ( id⊗σ)-stable subspace of V ⊗F alg
q ((z)) is obtained from a unique

b · ( id⊗σ)-stable subspace of V ⊗ Fqs((z)) by base change to F alg
q ((z)).

Proof. Let D′ ⊂ V ⊗F alg
q ((z)) be a b · ( id⊗σ)-stable subspace. By Lemma

1.2.5 it suffices to show thatD′ descends to Fqs((z)) provided thatD′ has dimen-

sion one. Choose a basis e1, . . . , en of V and a generator v = a1e1 + · · ·+ anen
of D′ with ai ∈ F alg

q ((z)). Without loss of generality a1 6= 0 and we may assume

a1 = 1. There exists a unit α ∈ F alg
q ((z))× with b σ∗v = α v. By the decency

condition this implies

diag(zd1 , . . . , zdn) ·

 aσ
s

1
...

aσ
s

n

 = αασ · . . . · ασs−1

 a1
...

an

 .
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Hence zd1 = αασ · . . . · ασs−1
and as desired all ai belong to Fqs((z)) (and are

zero if di 6= d1). �

Now let K be a complete extension of k((ζ)) and let b ∈ GLn
(
k((z))

)
and

γ ∈ GLn
(
K((z − ζ))

)
. With any Fq((z))-rational representation ρ : GLn →

GL(V ) we associate the z-isocrystal with Hodge-Pink structure

H(V ) := Hb,γ(V ) :=
(
V ⊗ k((z)) , ρ(b) · ( id⊗σ) , ρ(γ) ·

(
V ⊗K[[z − ζ]]

))
.

Consider the composition detV ◦ρ. It factors through det : GLn → Gm in the

form detV ◦ρ = (det)mV for an integer mV . We obtain

tN
(
Hb,γ(V )

)
= mV ordz(det b) , tH

(
Hb,γ(V )

)
= −mV ordz−ζ(det γ) .

The following equivalence of assertions parallels the case of mixed char-

acteristic. Note however that its proof is more subtle since the category

RepFq((z))
GLn is not semi-simple as opposed to RepQp

GLn.

Definition 3.1.5. We call the pair (b, γ) admissible if ordz(det b) equals

− ordz−ζ(det γ), and one of the following equivalent conditions holds:

(a) For any Fq((z))-rational representation V of GLn the z-isocrystal with

Hodge-Pink structure Hb,γ(V ) is admissible.

(b) There exists a faithful Fq((z))-rational representation V of GLn for

which the z-isocrystal with Hodge-Pink structure Hb,γ(V ) is admissible.

We make the same definition for weakly admissible.

Proof. Clearly (a) implies (b). For the converse fix a faithful representa-

tion V . Then any Fq((z))-rational representation W of GLn is a subquotient

of U :=
⊕r

i=1 V
⊗mi ⊗ (V ∨)⊗ni for suitable r, mi and ni. Since U is admissi-

ble by Theorem 2.3.4 (respectively weakly admissible by Theorem 2.2.5) if V

is, it suffices to show that (weak) admissibility is preserved under passage to

sub-representations and quotient representations.

The condition ordz(det b) = − ordz−ζ(det γ) implies

tN
(
Hb,γ(W )

)
= tH

(
Hb,γ(W )

)
for all representations W . Now let W be a representation such that Hb,γ(W )

is weakly admissible. Then the equivalent conditions from Definition 2.2.4

show that for every sub-representation or quotient representation W ′ of W

also Hb,γ(W ′) is weakly admissible.

If W is actually admissible, let (P,Q) = S
(
Hb,γ(W )

)
. Then Q is iso-

clinic of slope zero by Theorem 2.4.7. If W ′ ⊂ W is a sub-representation set,

(P ′,Q′) = S
(
Hb,γ(W ′)

)
. Over an algebraically closed complete extension C

of K the σ-submodule Q′ of Q is isomorphic to
⊕

iFdi,ni by Theorem 1.4.2.
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Since Q is isoclinic of slope zero, all di ≤ 0 by Proposition 1.4.5. Since∑
i

di = degQ′ = tH
(
Hb,γ(W ′)

)
− tN

(
Hb,γ(W ′)

)
= 0

by Lemma 2.4.5, all di must be zero and Q′ is isoclinic of slope zero. By The-

orem 2.4.7, Hb,γ(W ′) is admissible. Dually if W ′′ is a quotient representation

of W and (P ′′,Q′′) = S
(
Hb,γ(W ′′)

)
with Q′′ ⊗C〈 zζ , z

−1} ∼=
⊕

iFdi,ni , the fact

that Q is isoclinic implies di ≥ 0 and degQ′′ = 0 implies di = 0. So again Q′′
is isoclinic of slope zero and Hb,γ(W ′′) is admissible. �

We consider the standard representation V = Fq((z))⊕n in RepFq((z))
GLn

(which is faithful). We also fix Hodge-Pink weights w = (w1 ≥ · · · ≥ wn).

Definition 3.1.6. The space H = Hw of Hodge-Pink structures of weights

w is defined as follows. For any Fq((ζ))-algebra B we set pB = V ⊗Fq((z))B[[z−ζ]]

and we let H(B) be the set{
B[[z − ζ]]-lattices q in pB[ 1

z−ζ ] which are direct summands as B-modules

such that for every point x ∈ SpecB and every integer e ≥ −wn
(z − ζ)−epx/qx ∼=

⊕n
i=1 κ(x)[[z − ζ]]/(z − ζ)e+wi

}
.

Remark 3.1.7. As was noted in Remark 2.2.3 the lattice q contains more

information than just the Hodge-Pink filtration. We have to allow for this in

the definition of H. It is not possible here to define H solely through the Hodge

cocharacter as is done in mixed characteristic [RZ96, 1.31]. Correspondingly

H will not be a partial flag variety but a partial jet bundle over a partial

flag variety (see below). The jets precisely take account of the fact mentioned

in 2.2.3 that more general lattices can occur in equal characteristic as opposed

to p-adic Hodge theory.

Now let

q0 :=

n⊕
i=1

(z − ζ)wiFq((ζ))[[z − ζ]] ⊂ (pFq((ζ)))[
1
z−ζ ] .

Then q0 has Hodge-Pink weights w. Fix an integer e with e ≥ w1 and wn ≥ −e.
Then

(z − ζ)ep ⊂ q0 ⊂ (z − ζ)−ep .

If K ⊃ Fq((ζ)) is a field and q ∈ H(K), then by the theorem on elementary

divisors, q is conjugate to q0 under GLn
(
K[[z−ζ]]

)
. ThereforeHw is represented

by the homogeneous space

GLn
(
(z−ζ)−ep

)
/ Stab(q0) = GLn

(
(z−ζ)−ep/(z−ζ)ep

)
/ Stab

(
q0/(z−ζ)ep

)
.
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Let G̃ be the Weil restriction

G̃ := Restr(
Fq((ζ))[[z−ζ]]/(z−ζ)2e

)
/Fq((ζ))

GLn .

This restriction is a smooth connected algebraic group over Fq((ζ)) and isomor-

phic to GLn
(
(z − ζ)−ep/(z − ζ)ep

)
. The stabilizer Stab

(
q0/(z − ζ)ep

)
is the

smooth closed algebraic subgroup S ⊂ G̃ defined over Fq((ζ)), whose B-valued

points are

S(B) =
{

(aij)i,j ∈ G̃(B) = GLn
(
B[[z − ζ]]/(z − ζ)2e

)
:

aij ∈ (z − ζ)wi−wjB[[z − ζ]]/(z − ζ)2e for i < j
}
.

Thus the homogeneous space H ∼= G̃/S is a smooth algebraic variety over

Fq((ζ)) and the quotient morphism G̃ → H is smooth. H is quasi-projective,

since giving qx is equivalent to giving the subspace

qx/(z − ζ)epx ⊂ (z − ζ)−epx/(z − ζ)epx

and this defines an embedding of H into some Grassmanian. The group S is

contained in the parahoric subgroup S̃ ⊂ G̃ with

S̃(B) =
{

(aij)i,j ∈ G̃(B) = GLn
(
B[[z − ζ]]/(z − ζ)2e

)
:

aij ∈ (z − ζ)B[[z − ζ]]/(z − ζ)2e whenever wj < wi

}
and the quotient G̃/S̃ is a partial flag variety over Fq((ζ)) onto which H nat-

urally projects. The fibers of this projection are isomorphic to S̃/S, that is

they are affine spaces. Altogether we have proved the following

Proposition 3.1.8. The space Hw is a smooth quasi-projective variety

over Fq((ζ)). More precisely, it is a partial jet bundle over a partial flag variety.

�

Example 3.1.9. Let n = 3 and w0 = 1 > w1 = 0 > w2 = −1. Then e = 1

and H equals the quotient of G̃ = Restr(Fq((ζ))[[z−ζ]]/(z−ζ)2)/Fq((ζ)) GL3 by

S =
{ ∗ a · (z − ζ) 0

∗ ∗ b · (z − ζ)

∗ ∗ ∗

} .
Here

S̃ =
{ ∗ a · (z − ζ) c · (z − ζ)

∗ ∗ b · (z − ζ)

∗ ∗ ∗

}
and so H is a line bundle over the full flag variety.
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Next we want to construct analytic subspaces of Hw defined over F alg
q ((ζ)).

We fix an element b ∈ GLn
(
F alg
q ((z))

)
. Let x ∈ Hw(K) be a point for a complete

extension K of F alg
q ((ζ)) and let γx be an element of GLn

(
K((z − ζ))

)
with

qx = γx · px. The point x is called (weakly) admissible with respect to b if the

pair (b, γx) is (weakly) admissible, that is if the z-isocrystal with Hodge-Pink

structure

Hb,γx(V ) =
(
V ⊗ F alg

q ((z)), b · ( id⊗σ), qx

)
is (weakly) admissible. This definition does not depend on the choice of γx.

We will show in Theorem 3.2.5 below that the subset of all weakly admis-

sible points is a rigid analytic subspace of Hw ⊗ F alg
q ((ζ)). However, in order

to define the subspace of all admissible points it is best to consider the vari-

ety Hw ⊗ F alg
q ((ζ)) as a Berkovich space (see Appendix A.2) instead of rigid

analytic space. The reason is that one should not only consider its classi-

cal rigid analytic points (whose residue field is finite over F alg
q ((ζ))) but also

their K-valued points for arbitrary complete extensions K of F alg
q ((ζ)). Namely

by Theorem 2.5.3 the z-isocrystals with Hodge-Pink structure at the former

points are already admissible as soon as they are weakly admissible, whereas

this is not true for the latter points. The difference between the subspaces

of admissible respectively weakly admissible points can thus only be revealed

if one considers also the latter points. The Berkovich space associated with

Hw ⊗ F alg
q ((ζ)) naturally contains those.

So we let Han
w be the Berkovich space over F alg

q ((ζ)) associated with the

variety Hw ⊗ F alg
q ((ζ)) (see Appendix A.2) and we denote by Hwab = Hwaw,b

(respectively Hab = Haw,b) the subset of weakly admissible (respectively ad-

missible) points of Han
w . Of course these sets may be empty if the numerical

invariants w are wrong. In the next section we shall see that they are open

analytic subspaces of Han
w .

Definition 3.1.10. The space Hwaw,b is called the period space of Hodge-Pink

structures of weights w on the (constant) z-isocrystal
(
V ⊗ k((z)), b · ( id⊗σ)

)
.

Proposition 3.1.11. Tensoring with the Tate object 1l(e), that is replac-

ing b by zeb and q by (z − ζ)−e · q, defines an isomorphism Hw → Hw′ , where

w′ = (w1 − e ≥ · · · ≥ wn − e). This isomorphism maps Haw,b onto Haw′,zeb and

Hwaw,b onto Hwaw′,zeb.

Proof. This follows from the admissibility of the Tate object 1l(e) and

Theorems 2.2.5 and 2.3.4. �

The space Hw is equipped with an action of the automorphism group

Jb
(
Fq((z))

)
of the z-isocrystal (D,FD) =

(
V ⊗ k((z)), b · ( id⊗σ)

)
. This action
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stabilizes the subsets Haw,b and Hwaw,b. The group Jb can be described analo-

gously to the situation in mixed characteristic as follows.

Proposition 3.1.12 (Compare [RZ96, Prop. 1.12]). Let b∈GLn
(
Falg
q ((z))

)
.

Then the functor on the category of Fq((z))-algebras A

Jb(A) :=
{
g ∈ GLn

(
A⊗Fq((z)) F

alg
q ((z))

)
: g b = b gσ

}
is representable by a smooth affine group scheme over Fq((z)). �

In particular the automorphism group Aut(D,FD) equals Jb
(
Fq((z))

)
.

Proposition 3.1.13 (Compare [RZ96, Cor. 1.14]). Assume that b ∈
GLn

(
Fqs((z))

)
satisfies a decency equation of the form

(b · σ)s = diag(zd1 , . . . , zdn) · σs

and let sν : Gm → GLn be the cocharacter over Fq((z)) with

sν(z) = diag(zd1 , . . . , zdn) .

Then Jb is an inner form of the centralizer of sν. It is a Levi subgroup of

GLn⊗Fqs((z)). In particular Aut(D,FD) ⊂ GLn
(
Fqs((z))

)
. �

3.2. Openness of the admissible locus. The key to showing that the ad-

missible locus is Berkovich open is the following lemma. Recall the definition

of the analytic spectrum M(B) of an affinoid Fq((ζ))-algebra B from Defini-

tion A.2.1.

Lemma 3.2.1. Let U = M
(
Fq((ζ))〈uζ 〉

)
be the closed disc with radius |ζ|

over Fq((ζ)). Let j, d, e be integers with 0 ≤ j < d, 0 < e. For a point x ∈ U
consider the element∑

ν∈Z
z−dν+j uq

ν
mod (z − ζ)e =

e−1∑
ρ=0

yρ(z − ζ)ρ

in ̂κ(x)alg[[z − ζ]]/(z − ζ)e. Let AeFq((ζ)) = M
(
Fq((ζ))[Y0, . . . , Ye−1]

)
be the

Berkovich space associated with affine e-space over Fq((ζ)) and let α(x) be the

point of AeFq((ζ)) given by

Fq((ζ))[Y0, . . . , Ye−1] −→ ̂κ(x)alg , Yρ 7→ yρ .

Then the map α : U → AeFq((ζ)), x 7→ α(x) is a continuous map of topological

Hausdorff spaces.

Proof. Note the following explicit formulas for the yρ:

yρ = “ 1

ρ!

dρ

dzρ
”
(∑
ν∈Z

z−dν+j uq
ν
)∣∣∣
z=ζ

=
∑
ν∈Z

(
−dν + j

ρ

)
ζ−dν+j−ρuq

ν
.
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Since |u|x ≤ |ζ| for all x ∈ U we see that the yρ(x) are bounded. Hence

the image of α lands in a polydisc D(θ)e = M
(
Fq((ζ))〈y0θ , . . . ,

ye−1

θ 〉
)

with

radii (|θ|, . . . , |θ|) for some θ ∈ Fq((ζ)). By definition of the topology on AeFq((ζ))
(Definition A.2.1), α is continuous if and only if for any f ∈ Fq((ζ))[Y0, . . . , Ye−1]

and any open interval I ⊂ R≥0 the preimage under α of the open set

{x ∈ AeFq((ζ)) : |f |x ∈ I }

is open in U . Write f =
∑

µ aµY
µ, where aµ ∈ Fq((ζ)) for every multi-index

µ ∈ Nd0. If we set Yρ = Y ′ρ + Y ′′ρ , we obtain from the Taylor expansion of f in

powers of Y ′′ a bound c such that the condition |Y ′′ρ |x ≤ c for all ρ implies

|f(Y )|x ∈ I and |Y |x ≤ |θ| ⇐⇒ |f(Y ′)|x ∈ I and |Y ′|x ≤ |θ| .

Now we fix a negative integer m and set

y′ρ :=
∑
ν≥m

(
−dν + j

ρ

)
ζ−dν+j−ρuq

ν
and y′′ρ :=

∑
ν<m

(
−dν + j

ρ

)
ζ−dν+j−ρuq

ν
.

Since |uqν |x < 1 for any ν ∈ Z and any x ∈ U we can find a small enough m

such that |y′′ρ |x ≤ c for all ρ and for all x ∈ U . Thus we are reduced to showing

that

W = {x ∈ U :
∣∣f(y′0(u), . . . , y′e−1(u)

)∣∣
x
∈ I }

is open in U. For this purpose consider the morphism β :M
(
Fq((ζ))〈 v

ζqm
〉
)
→U

given by β∗u = vq
−m

(note that m < 0). It is a homeomorphism since it

is a continuous map between compact spaces, which is bijective because any

multiplicative semi-norm | . | on Fq((ζ))〈uζ 〉 uniquely lifts to a multiplicative

semi-norm on Fq((ζ))〈 v
ζqm
〉 with | vζqm | := |

u
ζ |
qm . We have y′ρ ∈ Fq((ζ))〈 v

ζqm
〉 for

all ρ, and since the morphism

M
(
Fq((ζ))〈 v

ζqm
〉
)
→M

(
AeFq((ζ))

)
, v 7→

(
y′0(v), . . . , y′e−1(v)

)
is continuous, the set W is open as desired. �

Theorem 3.2.2. Let b̄ be a σ-conjugacy class in GLn
(
F alg
q ((z))

)
and let

b ∈ GLn
(
Fqs((z))

)
be a decent element of b̄ satisfying a decency equation with

the integer s > 0 (Definition 3.1.1). Let Han
s be the Berkovich space over

Fqs((ζ)) associated with the variety Hw ⊗Fq((ζ)) Fqs((ζ)). Then the set

Hab := Haw,b := {x ∈ Han
s : (D,FD, qx) is admissible }

is Berkovich open in Han
s . If b′ ∈ b̄ satisfies a decency equation with the

same integer s, then any g ∈ GLn
(
Fqs((z))

)
with b′ = gb(g−1)σ induces an

isomorphism qx 7→ g(qx) =: qg(x) between Hab and Hab′ .



1322 URS HARTL

Proof. (a) The last statement is clear. We prove the first. By Propo-

sition 3.1.11 we may tensor with a suitable Tate object, and assume that all

Hodge-Pink weights are non-negative and that b−1 ∈Mn

(
k[[z]]

)
. Fix an integer

e bigger than all Hodge-Pink weights. So (z− ζ)ep ⊂ q ⊂ p. Consider the pair

(P,Q) of σ-modules over OHan
s
〈 zζ , z

−1} defined by the universal Hodge-Pink

structure (Definition 2.4.2). By Theorem 2.4.7 a point x ∈ Han
s belongs to Hab

if and only if Qx is isoclinic of slope zero, hence if and only if its HN-polygon

is constant zero. Thus the openness of Hab follows from Corollary 1.7.9.

However, we want to give a second proof for the openness which gives a

kind of parameterization of its complement and whose ideas we will again use

in Theorem 3.2.4. By Theorem 1.4.2 and Proposition 1.4.5 a point x ∈ Han
s

belongs to the complement of Hab if and only if for some algebraically closed

complete extension C of κ(x) there exists a non-trivial homomorphism of σ-

modules over C〈 zζ , z
−1} from F1,n to Qx ⊗ C〈 zζ , z

−1}. Let s′ be the least

common multiple of s and n and replace s by s′. From now on we view

all σ-modules as σs-modules by replacing F by F s. As a σs-module F1,n is

isomorphic to O( sn)⊕n. So if x is not admissible then for some algebraically

closed complete extension C of κ(x) the σs-module Qx ⊗C〈 zζ , z
−1} contains a

σs-module O(1). Conversely the latter implies that Qx⊗C〈 zζ , z
−1} 6∼= O(0) as

σ-modules and x is not admissible. Now there is an isomorphism

Homσs
(
O(1) , Qx ⊗ C〈 zζ , z

−1}
) ∼−→ Qx(−1)F

s
(C) , ϕ 7→ ϕ(1) ,

where we identify the K〈 zζ , z
−1}-modules underlying Qx and Qx(−1); that is,

we view Qx(−1) as the σs-module (Qx, F s = z · F sQx). By construction of Qx
in Definition 2.4.2

Homσs
(
O(1) , Qx ⊗ C〈 zζ , z

−1}
)

∼=
{
f ∈

(
P(−1)⊗ C〈 zζ , z

−1}
)F s

(C) :

f ∈ ηr(σr∗qx)⊗ C[[z − ζqr ]] for all r = 0, . . . , s− 1
}
,

where ηr = FP ◦ · · · ◦ (σr−1)∗FP . Let br := b bσ · . . . · bσr−1
be the matrix

by which ηr acts on the standard basis of P. Recall the algebraic groups G̃

and S ⊂ G̃ from the previous section and the isomorphism H ∼= G̃/S. Let

G̃an
s be the Berkovich space over Fqs((ζ)) associated with the group scheme

G̃ ⊗ Fqs((ζ)). Thus x ∈ Han
s is not admissible if and only if there is a point

g ∈ G̃an
s mapping to x, an algebraically closed complete extension C of κ(x),

and an f ∈
(
P(−1)⊗ C〈 zζ , z

−1}
)F s

(C), f 6= 0 with

(3.1) (g−1)σ
r
b−1
r f ∈ (σr)∗q0 ⊗ C[[z − ζqr ]] for all r = 0, . . . , s− 1 .
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(Note that qx = g · q0.) A priori (g−1)σ
r
b−1
r f ∈ (σr)∗p ⊗ C[[z − ζqr ]], so the

latter condition is Zariski-closed.

(b) For θ ∈ Fqs((ζ)) consider the sne-dimensional polydisc D(θ)sne over

Fqs((ζ)) with radii (|θ|, . . . , |θ|). We represent the K-valued points of D(θ)sne

in the form (hr)
s−1
r=0 with hr =

∑e−1
ρ=0 yρr(z − ζq

r
)ρ, where

yρr ∈ D(θ)n(K) = { y ∈ Kn : |y| ≤ |θ| } for all j, r.

We shall exhibit in (c) below a constant θ ∈ Fqs((ζ)) and a compact subset

C of the polydisc D(θ)sne such that if C is an algebraically closed complete

extension of Fq((ζ)) and f ∈
(
P(−1) ⊗ C〈 zζ , z

−1}
)F s

(C), f 6= 0 then for some

integer N , (
zNf mod (z − ζqr)e

)s−1

r=0

is a C-valued point of C, and C consists precisely of those points. Note that

z ∈ C[[z − ζ]]× is a unit. Now we view p/(z − ζ)ep as affine ne-space Ane over

Fqs((ζ)) by interpreting, for any Fqs((ζ))-algebra B, an element
∑e−1

i=0 fi(z−ζ)i ∈
p/(z − ζ)ep ⊗ B with fi ∈ Bn as the point (fi)

e−1
i=0 of Ane. We consider the

morphism

β : G̃an
s ×Fqs ((ζ)) D(θ)sne−→

s−1∏
r=0

(σr)∗
(
p / (z − ζ)ep

)
= Asne,

(
g , (hr)

s−1
r=0

)
7→
(

(g−1)σ
r · b−1

r · hr mod (z − ζqr)e
)s−1

r=0
.

Note that g−1 7→ (g−1)σ
r

is the qr-Frobenius morphism G̃an
s 7→ (σr)∗G̃an

s . Let

W be the closed subset of G̃an
s ×Fqs ((ζ)) D(θ)sne defined by (the pullback of)

condition (3.1) and the condition that (hr)
s−1
r=0 belongs to C. Furthermore, we

consider the projection map

pr1 : G̃an
s × D(θ)sne → G̃an

s

onto the first factor and the canonical map γ : G̃an
s → Han

s coming from the

isomorphismH ∼= G̃/S. By what we have said above, x ∈ Han
s is not admissible

if and only if x ∈ γ ◦ pr1(W ).

Since D(θ) is quasi-compact the projection pr1 is a proper map of topo-

logical spaces by [Ber90, Prop. 3.3.2], thus in particular it is closed. Hence

pr1(W ) ⊂ G̃an
s is closed. Note that Han

s carries the quotient topology under γ

since γ is a smooth morphism of schemes, hence open by [Ber93, Prop. 3.5.8

and Cor. 3.7.4]. Since by construction pr1(W ) = γ−1
(
γ ◦pr1(W )

)
we conclude

that Han
s rHab = γ ◦ pr1(W ) is closed in Han

s as desired.

(c) It remains to construct the compact set C. Due to the decency of b we

can write the σs-module P(−1) as
⊕n

i=1O(di). Assume that in the beginning
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the Tate object was chosen such that di ≥ 1 for all i. Then for any algebraically

closed complete extension C of Fq((ζ))(
P(−1)⊗ C〈 zζ , z

−1}
)F s

(C)

=
n⊕
i=1

O(di)
F s(C) =

n⊕
i=1

{
f =

∑
ν∈Z

z−diν
di−1∑
j=0

zjuq
sν

i,j : ui,j ∈ C, |ui,j | < 1
}

by Proposition 1.4.4. Consider the compact set

U :=M
(
Fqs((ζ))〈ui,jζ : i = 1, . . . , n, j = 0, . . . , di − 1〉

)
and for 1 ≤ k ≤ n and 0 ≤ ` ≤ dk − 1 the following compact subsets of U

Uk,` :=M
(
Fqs((ζ))〈ui,jζ : i = 1, . . . , n, j = 0, . . . , di − 1; ζq

s

uk,`
〉
)

=
{
|ui,j | ≤ |ζ| for all i, j and |ζ|qs ≤ |uk,`|

}
.

For x ∈ U we have ui,j ∈ κ(x) and we define yρr = (yρr,i)
n
i=1 ∈ ̂κ(x)alg

⊕n
by

e−1∑
ρ=0

yρr(z−ζq
r
)ρ =

n⊕
i=1

∑
ν∈Z

z−diν
di−1∑
j=0

zjuq
sν

i,j mod (z−ζqr)e = f mod (z−ζqr)e

in ̂κ(x)alg[[z − ζqr ]] / (z − ζqr)e for all r = 0, . . . , s− 1. We let

AsneFqs ((ζ)) :=M
(
Fqs((ζ))[Yρr,i : 0 ≤ ρ ≤ e− 1 , 0 ≤ r ≤ s− 1 , 1 ≤ i ≤ n]

)
be the Berkovich space associated with affine sne-space over Fqs((ζ)) and we

obtain a map of sets α : U → AsneFqs ((ζ)) mapping the κ(x)-valued point x given

by ui,j ∈ κ(x) to the ̂κ(x)alg-valued point given by Yρr,i 7→ yρr,i ∈ ̂κ(x)alg.

By the same argument as in Lemma 3.2.1 one proves that α is continuous

(compared to Lemma 3.2.1, here only the number of variables has blown up).

Thus C := α
(⋃

k,` Uk,`
)
⊂ AsneFqs is compact and contained in a polydisc

D(θ)sne =M
(
Fq((ζ))〈Yρr,iθ 〉

)
for large enough |θ|. Note that multiplying

f =
∑
ν∈Z

z−diν
di−1∑
j=0

zjuq
sν

i,j

with z changes ui,j to ui,j−1 for 1 ≤ j ≤ di − 1 and ui,0 to uq
s

i,di−1. Thus we

can adjust the uij such that |uij | ≤ |ζ| for all i, j, and |uk`| ≥ |ζ|q
s

for some

k, `. This shows that C has the desired property formulated in (b). Putting

everything together proves the theorem. �

Corollary 3.2.3. There exists an affinoid covering of Hab (in the sense

of Definition A.2.3) by connectedM(Bi) and for each i a finite étale Bi-algebra

Ci and a Ci〈 zζ 〉-lattice Ni in Q ⊗ Ci〈 zζ , z
−1} on which F : σ∗Ni → Ni is an
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isomorphism. Moreover, the Ni ⊗ Ci〈 zζ 〉[z
−1] descend and glue to a canonical

σ-module over OHab 〈
z
ζ 〉[z

−1].

Proof. By Definition 1.5.7 the σ-module Q over OHab 〈
z
ζ , z
−1} is isoclinic of

slope zero. Choose an affinoid covering ofHab by setsM(B). Then the assertion

follows from Theorem 1.7.5. Note that the Ni ⊗ Ci〈 zζ 〉[z
−1] descend and are

uniquely determined by Theorem 1.7.5. Thus they glue canonically. �

The strategy for the proof of Theorem 3.2.2 also allows us to show that

the weakly admissible locus is Berkovich open.

Theorem 3.2.4. Let b̄ be a σ-conjugacy class in GLn
(
F alg
q ((z))

)
and let

b ∈ GLn
(
Fqs((z))

)
be a decent element of b̄ satisfying a decency equation with

the integer s > 0 (Definition 3.1.1). Let Han
s be the Berkovich space over

Fqs((ζ)) associated with the variety Hw ⊗Fq((ζ)) Fqs((ζ)). Then the set

Hwab := Hwaw,b := {x ∈ Han
s : (D,FD, qx) is weakly admissible }

is Berkovich open in Han
s . If b′ ∈ b̄ satisfies a decency equation with the

same integer s, then any g ∈ GLn
(
Fqs((z))

)
with b′ = gb(g−1)σ induces an

isomorphism qx 7→ g(qx) =: qg(x) between Hwab and Hwab′ .

Proof. By Proposition 3.1.11 we may tensor with a suitable Tate object

and assume that all Hodge-Pink weights are nonnegative and thus q ⊂ p. If

−w1 − · · · − wn 6= tN (D,FD), then Hwab is empty. So we now assume equal-

ity. Then at every point of Han
s we have degQx = 0. By Proposition 2.4.6

and Lemma 3.1.4 a point x ∈ Han
s is not weakly admissible if and only if

there exists an FD-stable Fqs((z))-subspace D′ ⊂ D such that S(D′, FD′ , q
′
x) =

(P ′x,Q′x) satisfies degQ′x > 0, where q′x = qx ∩ σ∗D′ ⊗Fqs ((z)) κ(x)((z − ζ)). Let

n′ := dimFqs ((z))D
′ and consider the family of Hodge-Pink structures ∧n′q

on the exterior power ∧n′D over Han
s . Then the subspace ∧n′D′ is one-

dimensional. Let λ′ ∈ Z be its slope; that is, ∧n′D′ ⊗ F alg
q ((z)) ∼= O(−λ′).

Consider the slope decomposition of the z-isocrystal ∧n′D =
⊕

λDλ from

Proposition 1.5.10 and the induced decomposition of ∧n′P =
⊕

λ Pλ with

Pλ := σ∗Dλ ⊗Fqs ((z)) OHan
s
〈 zζ , z

−1}. We have ∧n′D′ ⊂ Dλ′ because after

the faithful extension to F alg
q ((z)) all morphisms ∧n′D′ ↪→ ∧n′D → Dλ are

zero for λ 6= λ′ by Proposition 1.2.11. At the nonweakly admissible point

x there exists an algebraically closed complete extension C of κ(x) and an

isomorphism ∧n′Q′⊗C〈 zζ , z
−1} ∼= O(c) of σ-modules over C〈 zζ , z

−1} by Corol-

lary 1.4.3, where c := degQ′ > 0. The saturation of ∧n′Q′ inside ∧n′P is

∧n′P ′ = σ∗∧n′D′ ⊗Fqs ((z)) κ(x)〈 zζ , z
−1}. Since ∧n′P and ∧n′Q differ only at

z = ζq
ν

for ν ∈ N0 the same is true for ∧n′P ′ and ∧n′Q′. Considering their

degrees we see that ∧n′q′x = (z − ζ)−λ
′−c · ∧n′p′x. By the decency assumption
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(FDλ′ )
s = zsλ

′ · σs; hence σ∗∧n′D′ can be recovered as

σ∗∧n′D′ =
(
∧n′P ′ ⊗O(λ′)

)F s
(C) ⊂

(
Pλ′ ⊗O(λ′)

)F s
(C) = σ∗∧n′Dλ′ .

Let f ∈
(
Pλ′⊗O(λ′)

)F s
(C) be a generator of σ∗∧n′D′ over Fqs((z)), respectively

of ∧n′P ′ over κ(x)〈 zζ , z
−1}. In particular (z−ζ)−λ

′−1f ∈ ∧n′q′x. To summarize,

if a point x ∈ Han
s is not weakly admissible, then the following holds:

(3.2)

There exists an integer n′ with 1 ≤ n′ ≤ n, an isoclinic summand Pλ′
of ∧n′P of slope λ′ ∈ Z, an algebraically closed complete extension

C of κ(x), and a nonzero element f ∈
(
Pλ′ ⊗ O(λ′)

)F s
(C), such that

(z − ζ)−λ
′−1f ∈ ∧n′qx, and f and FDλ′ (σ

∗f) are linearly dependent

over C((z − ζ)).

Note that the elements f and FDλ′ (σ
∗f) of the Fqs((z))-vector space σ∗∧n′Dλ′

are linearly dependent if and only if they are over C((z − ζ)). So conversely

(3.2) implies that f defines a subobject of rank one of (∧n′D,∧n′FD,∧n
′
qx)

which contradicts weak admissibility and hence x /∈ Hwab by Theorem 2.2.5.

Thus it suffices to fix an integer n′ with 1 ≤ n′ ≤ n and a slope λ′ ∈ Z, and to

show that the set Vn′,λ′ of the points x ∈ Han
s with property (3.2) is closed.

Recall that before Lemma 2.4.5, we constructed a σ-module t−1
− O(0) over

Fq((ζ))〈 zζ , z
−1}, where t− :=

∏
i∈N0

(
1 − ζq

i

z

)
∈ Fq((ζ))〈 zζ , z

−1}, and an isomor-

phism of σ-modules t−1
− O(0) ∼−→O(1), 1 7→ t+ over Fq((ζ))〈 zζ , z

−1} for a suitable

unit t+ ∈ Fq((ζ))〈 zζ , z
−1}×. Consider the σ-module P̃ := Pλ′ ⊗O(λ′)⊗ t−1

− O(0)

over OHan
s
〈 zζ , z

−1} and the inclusion Pλ′⊗O(λ′) ⊂ P̃ coming from the inclusion

O(0) ⊂ t−1
− O(0). It identifies ∧n′p with (z−ζ)P̃ ⊗OHan

s
[[z−ζ]]. By the decency

assumption, Pλ′ ⊗ O(λ′) is a σs-module equal to O(0)⊕m, where m = rkPλ′ .
Hence multiplication with t+ is an isomorphism of σs-modules P̃ ∼−→O(s)⊕m

over Fq((ζ))〈 zζ , z
−1}. Then

(
Pλ′ ⊗O(λ′)

)F s
(C) equals the set{

f ∈ P̃F s(C) : f ∈ (z − ζqr)P̃ ⊗ C[[z − ζqr ]] for all 0 ≤ r ≤ s− 1
}

∼=
{
t+f ∈

(
O(s)⊕m

)F s
(C) : f ∈ (σr)∗ ∧n′ p⊗ C[[z − ζqr ]]

for all 0 ≤ r ≤ s− 1
}
.

Recall the algebraic groups G̃ and S ⊂ G̃ defined in the previous section and

the isomorphism H ∼= G̃/S. Let G̃an
s be the Berkovich space over Fqs((ζ))

associated with the group scheme G̃ ⊗ Fqs((z)). Then x ∈ Han
s belongs to

Vn′,λ′ if and only if there exist an algebraically closed complete extension C
of κ(x), a C-valued point g ∈ G̃an

s mapping to x, and a nonzero element
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f̃ = t+f ∈
(
O(s)⊕m

)F s
(C) with

f and FDλ′ (σ
∗f) linearly dependent over C((z − ζ)) ,(3.3)

f ∈ (σr)∗ ∧n′ p⊗ C[[z − ζqr ]] , and

(z − ζqr)−λ′−1 · (g−1)σ
r
F−rDλ′

(f) ∈ (σr)∗ ∧n′ q0 ⊗ C[[z − ζqr ]]

for all 0 ≤ r ≤ s − 1. Note that if f and FDλ′ (σ
∗f) are linearly dependent,

then it suffices to verify the conditions of lines two and three of (3.3) only for

r = 0. A priori f , g−1f ∈ (z−ζ)−1∧n′p⊗C[[z−ζ]], so condition (3.3) is closed.

This property is similar to the property formulated at the end of part (a) of

the proof of Theorem 3.2.2 and from here on we proceed completely analogous

to parts (b) and (c) of that proof. We leave the details to the reader. �

We have seen in the preceding theorems that the sets Hab and Hwab are

open subspaces of the Berkovich space Han
s . Now there is a functor

X 7−→ Xrig := {x ∈ X : κ(x) is a finite extension of L }

from Berkovich spaces over L to rigid analytic spaces over L. It restricts to

an equivalence of categories on the category of paracompact Berkovich spaces

(see Appendix A.2 for a discussion of the terminology and this equivalence).

Therefore the following result is of interest. It will allow us to view Hwab and

Hab as Berkovich spaces or rigid analytic spaces whichever is more convenient.

Theorem 3.2.5. In Theorems 3.2.2 and 3.2.4 the Berkovich spaces Hab
and Hwab are arcwise connected and paracompact. Moreover the open immer-

sion Hwab ↪→ Han
s identifies (Hwab )rig with an admissible open subset of (Han

s )rig.

Proof. (a) By construction Han
s admits a countable covering by (strictly)

Fqs((ζ))-affinoid subsets (see Appendix A.2). Then by Lemma A.2.6 the open

subsets Hab and Hwab are paracompact.

We show that the subset (Hwab )rig ⊂ (Han
s )rig is admissible open. By

Lemma A.2.6 we can choose for every analytic point x ∈ Hwab an affinoid

neighborhood Ux ⊂ Hwab . Then (Hwab )rig =
⋃
x∈Hwab

(Ux)rig. By [BGR84,

Prop. 9.1.4/2] it suffices to show that for any morphism ϕ : Y → Han
s from

an affinoid Y with ϕ(Y rig) ⊂ (Hwab )rig the covering {ϕ−1U rig
x }x∈Hwab of Y rig is

admissible. For that it suffices by [Ber93, Lemma 1.6.2] to show that for every

analytic point y ∈ Y the point ϕ(y) belongs to Hwab . Namely, then ϕ−1Uϕ(y)

is a neighborhood of y and the hypotheses of loc. cit. are fulfilled.

(b) So now assume that there exists a morphism ϕ : Y → Han
s with

ϕ(Y rig) ⊂ (Hwab )rig and an analytic point y ∈ Y such that x = ϕ(y) is not

weakly admissible. Then as shown in condition (3.2) in the proof of Theo-

rem 3.2.4, there exist an integer n′ with 1 ≤ n′ ≤ n, an isoclinic summand Dλ′

of ∧n′D of some slope λ′ ∈ Z, and a nonzero element f ∈ σ∗Dλ′ generating an
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FD-stable subspace of dimension one, such that (z − ζ)−λ
′−1f ∈ ∧n′qx. Now

the set of points

{ y′ ∈ Y : (z − ζ)−λ
′−1f ∈ ∧n′qϕ(y′) }

is nonempty and Zariski-closed in Y because p/q is locally free of finite rank

over Han
s . In particular we can find a point y′ in this set whose residue field

κ(y′) is a finite extension of Fqs((ζ)). But then ϕ(y′) ∈ ϕ(Y rig)r(Hwab )rig which

is a contradiction.

(c) To prove the connectedness of Hwab and Hab note that every Berkovich

space is locally arcwise connected by [Ber90, Th. 3.2.1]. By Proposition 3.1.8

the variety Hw has a finite covering by affine spaces. Hence the space Han
s

has a countable affinoid covering by polydiscs U ∼=M
(
Fqs((ζ))〈x1θ , . . . ,

xn
θ 〉
)

for

varying θ ∈ Fqs((ζ)). Since the points x ∈ Hwab with κ(x) finite over Fqs((ζ)) lie

dense in Hwab by [Ber90, Prop. 2.1.15] it suffices to exhibit for every such point

x ∈ Hwab ∩U a continuous map α from the compact interval [0, 1] into Hwab ∩U
such that α(0) = x and α(1) is the point corresponding to the supremum norm

on U ; see Example A.2.2(b)

So let x ∈ Hwab ∩ U with κ(x) finite over Fqs((ζ)) be the point with coor-

dinates xi = bi ∈ κ(x), |bi| ≤ |θ|. We let α map u ∈ [0, 1] to the point

P
(

(b1, . . . , bn) , (u|θ|, . . . , u|θ|)
)

;

see Example A.2.2(c). Then α is easily seen to be continuous. It remains to

show that α(u) lies in Hwab . For u > 0 the prime ideal ker | . |α(u) corresponding

to α(u) is the zero ideal. Since we have shown in (b) above that the set UrHwab
is a union of Zariski closed subsets of U and since it does not contain the point

α(0), we obtain α(u) ∈ Hwab .

At last consider the set Hab . If x ∈ Hab ∩ U is a point with κ(x) finite

over Fqs((ζ)), then α
(
[0, 1]

)
⊂ Hab ∩ U by Theorem 2.5.3. Namely, the value

group of κ
(
α(u)

)
is generated by

∣∣Fqs((ζ))(b1, . . . , bn)×
∣∣ and u|θ| and hence is

finitely generated. So κ
(
α(u)

)
satisfies condition (2.3) from page 1294. This

establishes the connectedness of Hwab and Hab . �

We should also note what happens over Falg
q .

Theorem 3.2.6. (a) Let b ∈ GLn
(
F alg
q ((z))

)
. Then the sets Hwab and

Hab of weakly admissible, respectively admissible, points inside the Berk-

ovich space
(
Hw ⊗ F alg

q ((ζ))
)an

are open, arcwise connected, and para-

compact and (Hwab )rig is an admissible open rigid analytic subspace of(
Hw ⊗ F alg

q ((ζ))
)rig

.

(b) If b′ = g b (g−1)σ for some g ∈ GLn
(
F alg
q ((z))

)
, then the automorphism

qx 7→ g(qx) =: qg(x) of Hw ⊗ F alg
q ((ζ)) maps Hwab (respectively Hab )

isomorphically onto Hwab′ (respectively Hab′).
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(c) If b satisfies a decency equation with the integer s, then the spaces from

(a) are obtained by base change from the corresponding spaces over

Fqs((ζ)) constructed in Theorem 3.2.5.

Proof. Assertion (b) is obvious and (c) follows from Lemma 3.1.4. Both

(b) and (c) imply (a) in view of Proposition 3.1.3. �

3.3. Examples of period spaces. We want to illustrate the theory developed

in the previous sections.

Example 3.3.1 (The Hopkins-Gross Period Space). Let n be a positive

integer and let D = Fq((z))⊕n. Fix a basis e1, . . . , en of D and let

b =


0 0 z

1 0

0

0 0 1 0

 ∈ GLn
(
Fq((z))

)
.

Then b satisfies a decency equation with the integer s = n. Fix the Hodge-Pink

weights w = (w1 = · · · = wn−1 = 0 > wn = −1). Let q0 be the span

q0 =
〈
e1, . . . , en−1 , (z − ζ)−1en

〉
Fq((ζ))[[z−ζ]] .

Its stabilizer

Stab q0 =
{( GLn−1 (z − ζ)

∗ ∗

)}
⊂ GLn

(
Fq((ζ))[[z − ζ]]

)
is a maximal parahoric subgroup with quotient H = Pn−1

Fq((ζ)). The universal

pair (P,Q) of σ-modules over OHan
s
〈 zζ , z

−1} satisfies Q ⊃ P = F−1,n and

degQ = 0 (see Example 1.2.8 for the definition of F−1,n). Hence at every point

x ∈ Han
s , Qx is isoclinic of slope zero by Theorem 1.4.2 and Proposition 1.4.5.

So Haw,b = Hwaw,b = Han
s = Pn−1

Fqn ((ζ)). The automorphism group Jb
(
Fq((z))

)
of the

z-isocrystal equals ∆×, where ∆ is the central skew field of invariant 1
n over

Fq((z)). The space Hwaw,b with its Jb
(
Fq((z))

)
-action is the period space studied

by Hopkins and Gross [HG94b], [HG94a]. Note that they also studied the

analogous situation in mixed characteristic and interpreted Pn−1 as a period

space of filtered isocrystals; see also [RZ96, 5.50]. Our example provides the

hitherto missing analogous interpretation of Pn−1 in equal characteristic.

Example 3.3.2. Let n = 2 and fix a positive integer d. Let D = Fq((z))⊕2

and let

b =

(
0 z−d

1 0

)
∈ GL2

(
Fq((z))

)
.
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Then b satisfies a decency equation with the integer s = 2. Fix the Hodge-Pink

weights w = (d ≥ 0). The lattice

q0 =
〈

(z − ζ)d
(

1

0

)
,

(
0

1

)〉
Fq((ζ))[[z−ζ]]

has stabilizer

Stab q0 =
{( ∗ (z − ζ)d

∗ ∗

)}
⊂ GL2

(
Fq((ζ))[[z − ζ]]

)
.

The stabilizer corresponds to the Borel subgroup of lower triangular matri-

ces inside the group G̃ := Restr(
Fq((ζ))[[z−ζ]]/(z−ζ)d

)
/Fq((ζ))

GL2 and so H =

RestrP1
Fq((ζ)) is the full (d − 1)-jet bundle over the projective line. It has

dimension d.

Let us first assume that d is odd. Then Hwa = Hwaw,b = Han
s = Han ⊗

Fq2((ζ)) since there are no FD-invariant subspaces of D. The automorphism

group Jb
(
Fq((z))

)
of (D,FD) equals ∆×, where ∆ is the central skew field of

invariant −d
2 over Fq((z)). The universal pair of σ-modules over OHan

s
〈 zζ , z

−1}
satisfies Q ⊂ P = Fd,2. Let x ∈ Han

s be a point and let C = κ(x) be the

completion of the algebraic closure of κ(x). The point x is admissible if and

only if Qx is isoclinic of slope zero. By Theorem 1.4.2 and Proposition 1.4.5

this is equivalent to

Q(−1)F (C) = { f ∈ P(−1)F (C) : f ∈ qx ⊗ C[[z − ζ]] } = 0 .

Now we distinguish the cases

d = 1: We have P(−1)F (C) ∼= (F−1,2)F (C) = 0 by reasons of degree,

hence Haw,b = Hwaw,b = Han
s . This situation is dual to the period space

of Hopkins-Gross from the previous example.

d = 3: We have P(−1)F (C) ∼= (F1,2)F (C) =

zZ ·
{
f =

∑
ν∈Z

z−ν
(
uq

2ν

uq2ν+1

)
: u ∈ C , |ζq2 | ≤ |u| ≤ |ζ|

}
and the point x is not admissible if and only if f ∈ qx for such an f .

Thus inside the three-dimensional space Hwa the set Hwa r Ha is

parametrized by the C-valued points of the “curve” (one-dimensional

compact Berkovich space) M
(
Fq((ζ))〈uζ ,

ζq
2

u 〉
)
. However, the map from

this “curve” to Hwa is not analytic but only continuous. By Theo-

rem 2.5.3 it does not hit any classical rigid analytic point of Hwa (these

are the ones whose residue field is a finite extension of the base field

Fq2((ζ))). It does not even hit a point whose residue field satisfies con-

dition (2.3) on page 1294. At first glance it might seem surprising



PERIOD SPACES FOR HODGE STRUCTURES IN EQUAL CHARACTERISTIC 1331

that there are points in Hwaw,b whose residue field, which is topologically

finitely generated, does not satisfy (2.3). See however Example A.2.2(d)

which shows that this occurs naturally.

d = 5: We have P(−1)F (C) ∼= (F3,2)F (C) =

zZ ·
{
f =

∑
ν∈Z

z−3ν

(
uq

2ν

0 + zuq
2ν

1 + z2uq
2ν

2

uq
2ν+1

0 + zuq
2ν+1

1 + z2uq
2ν+1

2

)
: u0, u1, u2 ∈ C,

|u0|, |u1|, |u2| ≤ |ζ| and |ζq2 | ≤ |ui| for some i
}
.

To summarize, for odd d ≥ 3 the points of Hwa rHa inside the d-dimensional

space Hwa are parametrized by a (d− 2)-dimensional compact space.

Now let us turn to the case where d = 2c is even. Fix an element λ ∈
Fq2 r Fq and let

g =

(
z−c λz−c

1 λq

)
and b′ = g−1bgσ =

(
z−c 0

0 z−c

)
.

Then b′ satisfies a decency equation with the integer s = 1. So we replace b

by b′. The automorphism group Jb
(
Fq((z))

)
of (D,FD) equals GL2

(
Fq((z))

)
.

It acts on Hs through PGL2

(
Fq((z))

)
. The universal pair of σ-modules over

OHan
s
〈 zζ , z

−1} satisfies Q ⊂ P = O(c)⊕2 and D = σ∗D = P(−c)F (Han
s ). Let

x ∈ Han
s be a point and set C := κ(x). By the criteria formulated in (3.1)

and (3.2) in the proofs of Theorems 3.2.2 and 3.2.4 the point x is not weakly

admissible if and only if there exists an

h ∈
(
P(−c)⊗ C〈 zζ , z

−1}
)F

(C) , h 6= 0 with (z − ζ)c−1h ∈ qx ⊗ C[[z − ζ]] ,

and not admissible if and only if there exists an

f ∈
(
P(−1)⊗ C〈 zζ , z

−1}
)F

(C) , f 6= 0 with f ∈ qx ⊗ C[[z − ζ]] .

Again we distinguish the cases:

d = 2: Then c = 1 and Ha = Hwa. The points which are not weakly

admissible are precisely the points

q =

(
g(ζ) + g′(ζ)(z − ζ)

1

)
· κ(x)[[z − ζ]] + (z − ζ)2p for g ∈ Fq((z))

and q =

(
1

0

)
· κ(x)[[z − ζ]] + (z − ζ)2p .

Consider the projection ofHan
s , which is the tangent bundle over P1

Fq((ζ)),

to P1
Fq((ζ)). In each fiber over a point in P1

Fq((ζ))
(
Fq((ζ))

)
there is exactly

one point which is not weakly admissible.
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d = 4: Then P(−1)F (C) = O(1)F (C)⊕2 =
(
Fq((z)) · { fα : α ∈ C , |ζq| <

|α| ≤ |ζ| }
)⊕2

by Proposition 1.4.4. Let f =
(
g fα
fβ

)
with α, β ∈ C,

|ζq| < |α|, |β| ≤ |ζ| and g ∈ Fq((z)). If α = β, then f = fα · h for

h =
(
g
1

)
∈ P(−2)F (C) = D. So the points

q =

(
g(z) + a3(z − ζ)3

1

)
· κ(x)[[z − ζ]] + (z − ζ)4p

for g ∈ Fq((z)), a3 ∈ κ(x) and

q =

(
1

a3(z − ζ)3

)
· κ(x)[[z − ζ]] + (z − ζ)4p

for a3 ∈ κ(x) are not weakly admissible and the points

q =

(
g fα
fβ

)
· κ(x)[[z − ζ]] + (z − ζ)4p

for α, β ∈ C , |ζq| < |α|, |β| ≤ |ζ| , α 6= β , g ∈ Fq((z))× are weakly

admissible but not admissible.

Along these lines on can as well determine the sets Hab and Hwab for d > 4.

Example 3.3.3. We again let n = 2 and D = Fq((z))⊕2. Let d be a positive

integer and set

b =

(
z−d 0

0 1

)
∈ GL2

(
Fq((z))

)
.

It is decent with the integer s = 1. Fix the Hodge-Pink weights w = (d > 0).

As in Example 3.3.2, H is the full (d−1)-jet bundle over P1
Fq((ζ)) with dimension

d. The automorphism group Jb
(
Fq((z))

)
of the z-isocrystal equals the maxi-

mal split torus of diagonal matrices in GL2

(
Fq((z))

)
. It acts on Han

s through

PGL2

(
Fq((z))

)
. The universal pair of σ-modules over OHan

s
〈 zζ , z

−1} satisfies

Q ⊂ P = O(d) ⊕ O(0). Here (D,FD) is not isoclinic. It has precisely two

FD-invariant subspaces namely D′ = Fq((z))
(

1
0

)
and D′ = Fq((z))

(
0
1

)
. On the

second subspace FD′ = σ, so, there, S(D′, FD′ , qD′) = (P ′,Q′) always satisfies

P ′ = O(0) and degQ′ ≤ 0. This is in accordance with weak admissibility.

For the first subspace we obtain P ′ = O(d) and degQ′ > 0 if and only if

(z − ζ)d−1
(

1
0

)
∈ q. Therefore the points which are not weakly admissible are

q =

(
1

a1(z − ζ) + · · ·+ ad−1(z − ζ)d−1

)
·κ(x)[[z−ζ]]+(z−ζ)dp for ai ∈ κ(x) .

We may therefore identify Hwab with affine d-space AdFq((ζ)) over Fq((ζ)) by map-

ping the B-valued point (a0, . . . , ad−1) ∈ AdFq((ζ))(B) with values in an affinoid
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Fq((ζ))-algebra B to

q =

(
a0 + · · ·+ ad−1(z − ζ)d−1

1

)
·B[[z − ζ]] + (z − ζ)dp ∈ Hwab (B) .

Under this identification Jb
(
Fq((z))

)
acts on AdFq((ζ)) as follows. The element(

g 0

0 1

)
∈ Jb

(
Fq((z))

)
maps the point (a0, . . . , ad−1) ∈ AdFq((ζ)) to

(
g(ζ)a0 , g(ζ)a1 + g′(ζ)a0, . . . , g(ζ)ad−1 + g′(ζ)ad−2 + · · ·+ g(d−1)

(d− 1)!
(ζ) a0

)
.

We use the criterion (3.1) in the proof of Theorem 3.2.2 to describe the admis-

sible locus. Let C be a complete algebraically closed extension of L and note

that there is an isomorphism

P(−1)F (C) =
(
O(d− 1)⊕O(−1)

)F
(C)

∼←−− O(d− 1)F (C) , f ·
(

1
0

)
←p f .

In particular, if x ∈ Han
s is not admissible, then

(
(z−ζ)d−1

0

)
∈ qx since f can

have a zero at z = ζ at most of order d − 1. So x is not even weakly admis-

sible. Therefore Hab = Hwab = AdFq((ζ)). In the next section we shall construct

interesting étale coverings of Hab .

3.4. The conjecture of Rapoport and Zink. In this section we want to for-

mulate and prove the analog of the conjecture of Rapoport and Zink [RZ96,

p. 29], [Rap95, p. 429] mentioned in the introduction. It states the existence of

a universal local system of Fq((z))-vector spaces onHaw,b. For the notion of local

system see Definition A.4.4. We can summarize the results from Section 3.2

as follows.

Theorem 3.4.1. The sheaf QF of F -invariants induces a canonical local

system VQ of Fq((z))-vector spaces on (Hab )rig with QF = lim
←−
VQ.

Proof. Consider the covering of Hab by the M(Bi), the finite étale Bi-

algebras Ci, and the σ-modules Ni over Ci〈 zζ 〉 from Corollary 3.2.3. On Ui :=

M(Ci) consider the sheaf NF
i of F -invariants. By Proposition 1.3.5, TzNi :=((

Ni ⊗ Ci[[z]]/(zm)
)F)

m∈N0

is a local system of Fq[[z]]-lattices. From the fact

that the Ni ⊗ Ci〈 zζ 〉[z
−1] descend to M(Bi) and glue on all of Hab we obtain

isomorphisms over Ui ×Hab Uj

ϕij : TzNi ⊗ Fq((z)) ∼−→TzNj ⊗ Fq((z))

which satisfy the cocycle condition. Then

VQ :=
(
{Ui → Hab} , TzNi , ϕij

)
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is a local system of Fq((z))-vector spaces on (Hab )rig with

lim
←−
VQ|Ui = (lim

←−
TzNi)⊗Fq [[z]] Fq((z)) = QF |Ui .

The local system VQ is uniquely determined since it actually only depends

on the descended σ-module
(
Ni ⊗ Ci〈 zζ 〉[z

−1]
)
i

over Hab which is canonical by

Corollary 3.2.3. �

From the theorem we derive the analog of the conjecture of Rapoport and

Zink. Namely, recall that the pair (P,Q) and the sheaf QF were constructed in

Section 3.1 out of the faithful representation V = Fq((z))⊕n in RepFq((z))
GLn.

Moreover the constructions of the pair (P,Q) of σ-modules, the sheaf QF , and

the local system VQ are given by tensor functors in Theorems 2.4.3 and 3.4.1

and Proposition 1.3.7. Since any Fq((z))-rational representation of GLn occurs

as a subquotient of
⊕r

i=1 V
⊗ni ⊗ (V ∨)⊗mi for suitable r, ni and mi, this yields

a tensor functor

I : RepFq((z))
GLn −→ Fq((z))-LocHab

.

For every geometric point x̄ of (Hab )rig with underlying analytic point x of Hab
we obtain a fiber functor Ix which associates with a representation of GLn
the fiber in x of the corresponding local system. Explicitly this means the

following. With a representation ρ : GLn → Aut(W ) we associate the Hodge-

Pink structure

Hb,γx(W ) =
(
W ⊗ F alg

q ((z)), ρ(b) · σ, ρ(γx)pW

)
,

where pW := W ⊗Fq((z))κ(x)[[z−ζ]] and γx is any element of GLn
(
κ(x)((z−ζ))

)
with γx · pV = qx. We further consider the associated pair (PW ,QW,x) =

S
(
Hb,γx(W )

)
of σ-modules over κ(x)〈 zζ , z

−1}. Then QW,x is isoclinic of slope

zero by Definition 3.1.5 and Theorem 2.4.7. By Corollary 1.7.6 there exists

a σ-module NW over κ(x)〈 zζ 〉 with NW ⊗ κ(x)〈 zζ , z
−1} ∼= QW,x. Its Tate

module TzNW

(
κ(x)sep

)
is a free Fq[[z]]-module by Proposition 1.3.5. Now

the fiber functor Ix associates with W the Fq((z))-vector space VzNW :=

TzNW

(
κ(x)sep

)
⊗Fq [[z]] Fq((z)). Note that VzNW does not depend on the par-

ticular choice of the lattice NW by Corollary 1.7.6. Since the analogs in mixed

characteristic of the pairs (P,Q) are the (ϕ,Γ)-modules over the Robba ring

(also called p-adic differential equations) this gives the precise analog of the

conjecture of Rapoport and Zink in view of [Ber08, Th. C].

Theorem 3.4.2 (analog of the Rapoport-Zink conjecture). There exists

a faithful Fq((z))-linear exact tensor functor

I : RepFq((z))
GLn −→ Fq((z))-LocHab

such that for every point x ∈ Hab the induced fiber functor Ix associates with

the representation W of GLn the Fq((z))-vector space VzNW . �
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Next we want to show that not only every point of Hab is admissible but

that the whole universal family (D,FD, q) over Hab arises from a rigidified

local shtuka with good reduction. For an admissible formal scheme X over

Spf Fqs [[ζ]] we denote by Xrig the associated rigid analytic space over Fqs((ζ))

and by X0 its special fiber X mod ζ. Recall the notion of étale covering space

of Xrig from Definition A.4.1.

Theorem 3.4.3. There is a quasi-paracompact admissible formal scheme

X over Spf Fqs [[ζ]], such that its associated rigid analytic space Xrig is an étale

covering space π : Xrig → (Hab )rig, and there exists a bounded rigidified local

shtuka (M,FM , δM ) over X with constant z-isocrystal

M ⊗OX [[z]] OX0 [[z]][z−1] ∼= (D,FD)⊗Fqs ((z)) OX0 [[z]][z−1]

over X0 and π∗q = σ∗δM ◦ F−1
M

(
M ⊗OX [[z]] OXrig [[z − ζ]]

)
inside

σ∗δM
(
σ∗M ⊗OX [[z]] OXrig [[z − ζ]][ 1

z−ζ ]
)

= σ∗D ⊗Fqs ((z)) OXrig [[z − ζ]][
1

z − ζ
] = π∗p[

1

z − ζ
] .

Moreover, one may choose X such that Xrig is the space of Fq[[z]]-lattices inside

the local system VQ from Theorem 3.4.1.

Proof. By Theorem 3.2.5, (Hab )rig is connected. We choose a geomet-

ric base point x̄ ∈ (Hab )rig and consider the continuous representation ρ :

πét
1

(
(Hab )rig, x̄

)
→ GLn

(
Fq((z))

)
induced by Proposition A.4.5 from the lo-

cal system VQ on (Hab )rig. This gives rise to a continuous representation of

πét
1

(
(Hab )rig, x̄

)
on the discrete set GLn

(
Fq((z))

)
/GLn

(
Fq[[z]]

)
of lattices inside

VQ. By Theorem A.4.3 the latter corresponds to (that is, it is trivialized by)

an étale covering space π : XL → (Hab )rig of (Hab )rig. Hence there is a sheaf N

of σ-modules over OXL〈 zζ 〉 contained in π∗Q on which FQ is an isomorphism,

such that π∗Q = N ⊗OXL 〈 zζ 〉 OXL〈
z
ζ , z
−1}. Now the assertion follows from

Proposition 2.4.9. �

Remark 3.4.4. (a) This theorem is optimal in the following sense. The

Tate module

TzM =
((
M ⊗OXrig [[z]]/(zm)

)F)
m∈N0

of M is a local system of Fq[[z]]-lattices on Xrig that satisfies TzM ⊗
Fq((z)) ∼= π∗VQ. Since in general the local system of Fq((z))-vector

spaces VQ contains Fq[[z]]-lattices only locally we can expect the exis-

tence of M only on an étale covering space of (Hab )rig and not on (Hab )rig

itself.
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(b) The space Xrig is the rigid analytic fiber of the Rapoport-Zink space of

the local isoshtuka (D,FD) constructed in [HV, Th. 5.3]. The above

theorem provides a ζ-adic formal model of the rigid analytic fiber Xrig

of this Rapoport-Zink space.

Appendix A. Background from rigid analytic

and Berkovich geometry

In the entire appendix let again R ⊃ Fq[[ζ]] be a rank-1 valuation ring

which is complete and separated with respect to the ζ-adic topology. We do

not assume that R is noetherian. Let L be the fraction field and mR be the

maximal ideal of R.

A.1. Rigid analytic spaces and formal schemes. We do not intend to give

an introduction to rigid analytic geometry here. We only want to explain the

terminology used in this article and to direct the reader to further literature.

The L-algebra

L〈y〉 := L〈y1, . . . , yn〉

:=
{
f =

∑
i∈Nn0

ai y
i1
1 · · · y

in
n : ai ∈ L , |ai| → 0 for i1 + · · ·+ in →∞

}
is called the Tate algebra in n variables over L. It is noetherian and carries

the Gauss norm |f | := sup{|ai| : i ∈ Nn
0 } with respect to which it is complete.

The Gauss norm is an L-algebra norm; that is, it extends the absolute value

on L. An affinoid L-algebra is an L-algebra B which can be described as a

quotient of a Tate algebra for some n. For every presentation B = L〈y〉/a the

residue norm of the Gauss norm is a complete L-algebra norm on B. All these

norms induce the same topology on B. More generally, any L-algebra norm

on B defining this topology is called an L-Banach norm on B.

Now let B be an affinoid L-algebra. For any maximal ideal m ⊂ B the

residue field B/m is a finite extension of L by [BGR84, Cor. 6.1.2/3]. In rigid

analytic geometry one equips the set SpB of all maximal ideals of B with

a Grothendieck topology and a structure sheaf. One calls SpB an affinoid

rigid analytic space. Every L-algebra homomorphism B → C induces a map

SpC → SpB and these are precisely the morphisms between affinoid rigid

analytic spaces. In the Grothendieck topology on SpB any finite covering of

SpB by affinoid subdomains is admissible, where an affinoid subdomain of SpB

is an affinoid space SpB′ together with an L-algebra homomorphism B ↪→ B′

which identifies the set SpB′ with a subset U of SpB and which is universal

for morphisms SpA → SpB of affinoid rigid analytic spaces whose image lies

in U . Now a rigid analytic space over L is a set X carrying a Grothendieck

topology and a structure sheaf, such that X possesses an admissible covering
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by affinoid rigid analytic spaces. Rigid analytic spaces were invented by Tate

[Tat71]. Their theory is carefully presented in [BGR84]; see also [Bos].

Rigid analytic spaces can be viewed as generic fibers of certain formal

schemes over Spf R. See [EGA, Inew, §10] for the notion of formal scheme. We

let

R〈y〉 := R〈y1, . . . , yn〉 :=
{ ∑
i∈Nn0

ai y
i ∈ L〈y〉 : ai ∈ R for all i ∈ Nn

0

}
.

An admissible formal R-algebra is a flat R-algebra which is a quotient of some

R〈y〉. An admissible formal scheme over Spf R is a formal scheme over Spf R

which locally is R-isomorphic to the formal spectrum of an admissible formal

R-algebra. For any admissible formalR-algebraB◦ the L-algebraB := B◦⊗RL
is affinoid. The assignment Spf B◦ 7→ SpB can be globalized to a functor

rig : {admissible formal schemes over Spf R}
−→ {rigid analytic spaces over L} .

Under this functor all admissible formal blowing-ups are mapped to isomor-

phisms, where an admissible formal blowing-up of an admissible formal scheme

X over Spf R is by definition the formal completion of a blowing-up in a coher-

ent sheaf of ideals J ⊂ OX such that locally on X, J contains some power of ζ.

After imposing some finiteness condition and localizing the category of admis-

sible formal schemes over Spf R by the system of admissible formal blowing-ups

the functor rig becomes an equivalence of categories (see Theorem A.2.5 for

the precise statement). These ideas were introduced by Raynaud [Ray74]. See

[BL93a], [BL93b], or [Bos] for a thorough introduction.

A.2. Berkovich spaces. There is yet another variant of rigid analytic geom-

etry which remedies the problem that rigid analytic spaces are not topological

spaces in the classical sense. The theory was developed by Berkovich [Ber90],

[Ber93]. Let B be an affinoid L-algebra with L-Banach norm | . |. Berkovich

calls these algebras strictly L-affinoid.

Definition A.2.1. An analytic point x of B is a semi-norm | . |x : B → R≥0

which satisfies:

(a) |f + g|x ≤ max{ |f |x, |g|x } for all f, g ∈ B,

(b) |fg|x = |f |x |g|x for all f, g ∈ B,

(c) |λ|x = |λ| for all λ ∈ L,

(d) | . |x : B → R≥0 is continuous with respect to the norm | . | on B.

The set of all analytic points of B is denoted M(B). On M(B) one considers

the coarsest topology such that for every f ∈ B the map M(B)→ R≥0 given

by x 7→ |f |x is continuous. In this topology, M(B) is a compact Hausdorff
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space; see [Ber90, Th. 1.2.1]. It is further equipped with a structure sheaf.

Such a space is called a strictly L-affinoid space.

Every morphism ϕ : B → C of affinoid L-algebras is automatically con-

tinuous and hence induces a continuous morphism M(ϕ) : M(C) → M(B)

by mapping the semi-norm C → R≥0 to the composition B → C → R≥0. By

definition the M(ϕ) are the morphisms in the category of strictly L-affinoid

spaces. In particular, for an affinoid subdomain SpB′ ⊂ SpB this morphism

identifies M(B′) with a closed subset of M(B).

For every analytic point x ∈M(B) we let ker | . |x := { b ∈ B : |b|x = 0 }.
It is a prime ideal in B. We define the (complete) residue field of x as the

completion with respect to | . |x of the fraction field of B/ ker | . |x. It will be

denoted κ(x). There is a natural continuous homomorphism B → κ(x) of

L-algebras. Conversely let K be a complete extension of L, by which we mean

a field extension of L equipped with an absolute value | . | : K → R≥0 which

restricts on L to the norm of L such that K is complete with respect to | . |.
Any continuous L-algebra homomorphism B → K defines on B a semi-norm

which is an analytic point.

Although κ(x) is topologically finitely generated it may be quite large

as one can see from example (d) below, which was communicated to us by

V. Berkovich.

Example A.2.2. We want to give some examples for analytic points in

M(B).

(a) Every classical point x of the rigid analytic space SpB defines an analytic

point. Namely, x corresponds to a maximal ideal mx ⊂ B and induces the

semi-norm

B −→ B/mx
| . |x−−−→ R≥0

where | . |x is the unique absolute value on the finite extension B/mx of

L extending the absolute value of L; see [BGR84, Cor. 6.1.2/3]. Because

of its finiteness over L the residue field B/mx is already complete with

respect to | . |x and we have κ(x) = B/mx.

(b) Now let B = L〈y1, . . . , yn〉 be the Tate algebra in n variables. By [BGR84,

Prop. 5.1.2/1] the Gauss norm
∣∣∣∑
i∈Nn0

ai y
i
∣∣∣ := sup{ |ai| : i ∈ Nn

0 } is an

absolute value on B and defines an analytic point in M(B).

(c) Again for B = L〈y1, . . . , yn〉 we let b = (b1, . . . , bn) ∈ (Lalg)n with |bi| ≤ 1.

We expand each f ∈ B around b:

f =
∑
i∈Nn0

ci (y1 − b1)i1 · · · (yn − bn)in with ci ∈ L(b1, . . . , bn) .
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For every element u = (u1, . . . , un) of the n-cube [0, 1]n we obtain an

analytic point P = P (b, u) in M(B) by setting

|f |P := sup{ |ci|ui11 · · ·u
in
n : i ∈ Nn

0 } .

If b is fixed, it is easy to see that this defines a continuous and injective map

[0, 1]n →M(B), u 7→ P (b, u) sending (0, . . . , 0) to the point corresponding

to b as considered in (a), and (1, . . . , 1) to the point corresponding to the

Gauss norm on B as in (b).

(d) Let B = L〈y〉. We will exhibit an analytic point x ∈M(B) with κ(x) = L

the completion of an algebraic closure of L. Let Ln ⊂ Lsep for n ∈ N0 be

a sequence of finite extensions of L with

L = L0 ( · · · ( Ln ( Ln+1 ( · · · (
⋃
n∈N0

Ln = Lsep .

It is not hard to inductively choose a sequence an+1 ∈ Ln+1 for n ∈ N with

Ln+1 = Ln(an+1) and

|an+1 − an| < 1
n and |an+1 − an| < |γ(am)− am|

for all γ∈Gal(Lsep/Lm−1) with γ(am) 6=am, and for all m=1, . . . , n. Then

the limit a := limn→∞ an exists in L and satisfies |a − am|< |γ(am) − am|
for all γ ∈ Gal(Lsep/Lm−1) with γ(am) 6= am and for all m. Let K := L̂(a)

be the closure of L(a) inside L. We claim that K = L.

Proof. Consider the action of GL := Gal(Lsep/L) on L induced by

continuity from the fact that Lsep is dense in L; see [BGR84, 3.4.1/6]. We

have H := {γ ∈ GL : γ|K = idK} = Gal(Ksep/K) for the separable closure

Ksep of K inside L since each element of Gal(Ksep/K) acts continuously

with respect to | . |. We set M := (Lsep)H ⊂ K. Then L ⊂ M = Lsep ∩K
and one easily sees that M is henselian with respect to | . | because K is

complete. By the Ax-Sen-Tate Theorem [Ax70, p. 417] we obtain K ⊂
L
H

= M̂perf , the closure of the perfect hull of M .

We show by induction that Ln ⊂M for all n ∈ N. So assume Ln−1 ⊂M .

For each n there is an element bn ∈ Mperf with |a − bn| ≤ |an+1 − an|.
In particular |an − bn| < |γ(an) − an| for all γ ∈ Gal(Lsep/Ln−1) with

γ(an) 6= an. By Krasner’s Lemma [BGR84, 3.4.2/2] this implies an ∈
Ln−1(bn) ⊂ Mperf . Since an is separable over L we find an ∈ M and

Ln = Ln−1(an) ⊂ M as desired. We conclude that Lsep ⊂ M ⊂ K and

L = L̂sep = K. �

Now if B = L〈y〉 we obtain an analytic point x ∈M(B) with κ(x) = L

by mapping y to the element a ∈ L constructed above.

In [Ber93, §1.2] Berkovich defines the category of strictly L-analytic spaces.

These spaces are topological spaces which admit an atlas with strictly L-affinoid
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charts. Berkovich calls such a space good if every point of it has a strictly

L-affinoid neighborhood. The good strictly L-analytic spaces are the spaces

studied in [Ber90]; see [Ber93, §1.5].

Definition A.2.3. In this article we want to refer to good strictly L-ana-

lytic spaces as Berkovich spaces. Also we here use the term affinoid covering of

a Berkovich space X for a covering {Ui}i of X by strictly L-affinoid subspaces

Ui ⊂ X such that the open interiors of the Ui in X still cover X.

Example A.2.4. Since our definition of affinoid covering is nonstandard

we give an example. Let X =M
(
L〈y〉

)
be the closed unit disc over L. Then

X =M
(
L〈y, ζy 〉

)
∪M

(
L〈yζ 〉

)
, but this is not an affinoid covering in our sense.

Namely M
(
L〈y, ζy 〉

)◦
= {|ζ| < |y| ≤ 1} and M

(
L〈yζ 〉

)◦
= {|y| < |ζ|} and

these two open sets do not cover X. However, X =M
(
L〈y, ζ

2

y 〉
)
∪M

(
L〈yζ 〉

)
is an affinoid covering in our sense, sinceM

(
L〈y, ζ

2

y 〉
)◦

= {|ζ|2 < |y| ≤ 1} and

{|y| < |ζ|} cover X.

The spaces M(B) for affinoid L-algebras B are examples for Berkovich

spaces. Other examples for Berkovich spaces arise from schemes Y which are

locally of finite type over L; see [Ber90, §3.4]. Namely if Y = AnL is affine

n-space over L the associated Berkovich space Y an = (AnL)an consists of all

semi-norms | . |x on the polynomial ring L[y1, . . . , yn] as in Definition A.2.1

(a)–(c). The topology on (AnL)an is the coarsest topology, such that for all

polynomials f ∈ L[y1, . . . , yn] the map (AnL)an → R≥0, x 7→ |f |x is continuous.

The space (AnL)an is the union of the increasing sequence of compact polydiscs

M
(
L〈 y1

ζ−m , . . . ,
yn
ζ−m 〉

)
of radii (|ζ−m|, . . . , |ζ−m|) for m ∈ N0. If Y ⊂ AnL is

a closed (algebraic) subscheme of affine n-space with ideal sheaf J , the ideal

sheaf JO(AnL)an defines a closed, strictly L-analytic subspace Y an of (AnL)an.

Finally, if Y is arbitrary and {Yi}i is a covering of Y by affine open subschemes,

then one can glue the associated strictly L-affinoid spaces Y an
i to the Berkovich

space Y an. Moreover Y an is Hausdorff if and only if the scheme Y is separated;

see [Ber90, Ths. 3.4.1 and 3.4.8].

The relation between Berkovich spaces, rigid analytic spaces, and formal

schemes is as follows. With every strictly L-analytic spaceX which is Hausdorff

one can associate a quasi-separated rigid analytic space

Xrig := {x ∈ X : κ(x) is a finite extension of L };

see [Ber93, §1.6]. Recall that a rigid analytic space is called quasi-separated

if the intersection of any two affinoid subdomains is a finite union of affinoid

subdomains. To describe the subcategories on which the functor X 7→ Xrig

is an equivalence we need the following terminology. A topological Hausdorff
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space is called paracompact if every open covering {Ui}i has a locally finite re-

finement {Vj}j , where locally finite means that every point has a neighborhood

which meets only finitely many of the Vj . On the other hand an admissible

covering of a rigid analytic space is said to be of finite type if every member of

the covering meets only finitely many of the other members. A rigid analytic

space over L is called quasi-paracompact if it possesses an admissible affinoid

covering of finite type. Similarly we define the notions of finite type and quasi-

paracompact also for (an open covering of) an admissible formal R-scheme.

Theorem A.2.5. The following three categories are equivalent :

(a) the category of paracompact strictly L-analytic spaces,

(b) the category of quasi-separated quasi-paracompact rigid analytic spaces

over L, and

(c) the category of quasi-paracompact admissible formal R-schemes, local-

ized by admissible formal blowing-ups.

Proof. It is shown in [Ber93, Th. 1.6.1] that X 7→ Xrig is an equivalence

between (a) and (b). The equivalence of (c) with (b) is due to Raynaud, see

[Bos, Th. 2.8/3] for a proof. �

Regarding paracompactness the following lemma is useful.

Lemma A.2.6. Let X be a Berkovich space over Fq((ζ)). Assume that

X admits a countable affinoid covering (in the sense of Definition A.2.3).

Then X possesses a countable fundamental system of neighborhoods consisting

of affinoid Berkovich subspaces. In particular, if X is Hausdorff every open

subset of X is a paracompact Berkovich space.

Proof. It suffices to show that every member U =M(B) of the countable

affinoid covering of X has a countable fundamental system of affinoid neigh-

borhoods. Since Fq(ζ) is countable and dense in Fq((ζ)), the ring B possesses a

countable dense subset {fi}i∈N0 . For rational numbers r′ ≥ r we let V (fi; r, r
′)

(respectively V (fi; r,∞)) be the strictly Fq((ζ))-affinoid subset of U on which

|ζ|r′ ≤ |fi| ≤ |ζ|r (respectively |fi| ≤ |ζ|r). Note that if r = c
d and r′ = c′

d

for integers c, c′, d, then V (fi; r, r
′) =M

(
B〈Y, Y ′〉/(fdi − ζcY, fdi Y ′− ζc

′
)
)
. We

claim that the countable collection⋂̀
j=1

V (fij ; rj , r
′
j) for ` ∈ N0 , ij ∈ N0 , rj ∈ Q , r′j ∈ Q ∪ {∞} , rj ≤ r′j

is a fundamental system of neighborhoods for U . Indeed, let V ⊂ U be any

open subset and let x0 ∈ V . By definition of the topology on U there exist

g1, . . . , g` ∈ B and open intervals I1, . . . , I` ⊂ R≥0 such that

x0 ∈ {x ∈ U : |gj |x ∈ Ij for all j = 1, . . . , ` } ⊂ V .
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For all j we can find numbers rj , r
′
j ∈ Q with r′j ≥ rj and

|gj |x0 ∈
(
|ζ|r

′
j , |ζ|rj

)
⊂
[
|ζ|r

′
j , |ζ|rj

]
⊂ Ij

if |gj |x0 > 0, respectively numbers rj ∈ Q and r′j =∞ with

|gj |x0 ∈
[

0 , |ζ|rj
)
⊂
[

0 , |ζ|rj
]
⊂ Ij

if |gj |x0 = 0. We may further approximate gj by some fij such that |fij −gj | <
|ζ|r

′
j if r′j 6=∞, respectively |fij − gj | < |ζ|rj if r′j =∞. Then

⋂̀
j=1

V (fij , rj , r
′
j)

is an affinoid neighborhood of x0 contained in V as desired.

If X is Hausdorff, it remains to show that any open subset V of X is

paracompact. For every point x ∈ V we choose an affinoid neighborhood

Vx ⊂ V from the countable fundamental system of neighborhoods for X whose

existence we have just established. Then V is the union of the countably many

compact sets Vx and hence paracompact by [Bou71, Th. I.9.5]. �

A.3. Étale sheaves on rigid analytic spaces. A morphism f : Y → X of

rigid analytic spaces over L is called étale if for every (classical) point y ∈ Y the

induced homomorphism of local rings OX,f(y) → OY,y is flat and unramified.

See [dJvdP96, §3] for a thorough discussion of this notion.

Let X be a rigid analytic space over L. We recall the definition of the étale

site of X from de Jong, van der Put [dJvdP96, §3.2]. The underlying category

of the site Xét is the category of all étale morphisms f : Y → X of rigid

analytic spaces over L. A morphism from f to f ′ is a morphism g : Y → Y ′

such that f ′ ◦ g = f . The morphism g is automatically étale.

Definition A.3.1. A family of étale morphisms { gi : Zi → Y }i∈I is a

covering for the étale topology if it has the following property:

For every (some) choice of admissible affinoid covering Zi =
⋃
j Zi,j

one has Y =
⋃
i,j gi(Zi,j), and this is an admissible covering in the

Grothendieck topology of Y .

Clearly any admissible covering of Y is a covering for the étale topology.

The property in Definition A.3.1 is local on Y in the following sense: if

Y =
⋃
Yl is an admissible affinoid covering, then { gi : Zi → Y } is a covering

for the étale topology if and only if for all l the same is true for the covering

{ gi : g−1
i (Yl) → Yl }. This implies that if {Zi → Y } and {Wi,j → Zi } for all

i are coverings for the étale topology, then {Wi,j → Y } is a covering for the

étale topology.
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The category Xét equipped with the family of coverings for the étale topol-

ogy is thus a site, called the étale site of X. The sheaves on this site are called

étale sheaves on X.

Example A.3.2. The following are examples of étale sheaves of abelian

groups on X which we need in this article (f : Y → X will denote a general

object of Xét):

(a) The structure sheaf Ga defined by Y 7→ Γ(Y,OY ).

(b) For any quasi-coherent sheaf F of OX -modules on X we define the étale

sheaf W (F) on Xét by Y 7→ Γ(Y, f∗F), where f∗ denotes the pullback of

quasi-coherent modules. In particular, one has W (OX) ∼= Ga. Any étale

sheaf W (F) is a sheaf of Ga-modules.

(c) For any group or ring A the constant étale sheaf AX is defined by Y 7→∏
π0(Y )A, where π0(Y ) is the set of connected components of Y . (The

restriction maps are the obvious ones.) If X is clear from the context, we

also write A instead of AX .

(d) If A is a ring, an étale sheaf of AX-modules is an étale sheaf on X which

is a sheaf of modules over the sheaf of rings AX .

As usual étale sheaves possess stalks at geometric points. Since in this ar-

ticle we are only interested in quasi-separated quasi-paracompact rigid analytic

spaces X over L whose associated strictly L-analytic space Xan is good, that

is a Berkovich space in the sense of Definition A.2.3, we recall the definition

only in this case. A geometric point x̄ of X is a morphism x̄ : SpK → X⊗̂LK
for an algebraically closed complete extension K of L. Here X⊗̂LK denotes

the rigid analytic space over K obtained from X by base change; see [BGR84,

§9.3.6]. The geometric point x̄ can be viewed as a morphism B → K for a

suitable affinoid subdomain SpB ⊂ X. Then the absolute value on K defines

an analytic point x ∈ M(B) which we call the underlying analytic point of x̄.

We may even choose B such that M(B) is an affinoid neighborhood of x in

Xan. If F is a sheaf on Xét and x̄ is a geometric point of X, the stalk Fx̄ of F
at x̄ is the inductive limit

Fx̄ := lim
−→
U

F(U)

over all étale neighborhoods U of x̄, that is pairs (f, ȳ) consisting of étale

morphisms f : U → X and commutative diagrams

SpK
ȳ //

x̄ %%

U⊗̂LK

f
��

X⊗̂LK .
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Corresponding to the definitions of this section one can also define the

étale site of a Berkovich space; see [Ber93, §4.1]. For a paracompact Berkovich

space Xan with associated rigid analytic space X one obtains a morphism of

sites X → Xan. The sheaves on Xét we meet in this article in fact come from

sheaves on the étale site Xan
ét . However we have preferred to formulate our

results with rigid analytic spaces since we believe that they are more widely

known than Berkovich spaces. Anyway, Theorem A.2.5 allows us to use both

rigid analytic and Berkovich spaces whichever is more convenient.

A.4. The étale fundamental group. In this section we want to recall de

Jong’s [dJ95] definition of the étale fundamental group of a rigid analytic

space X. Here again there is the corresponding definition for Berkovich spaces.

We restrict ourselves in this section to the case where X is quasi-separated and

quasi-paracompact and its associated strictly L-analytic space Xan is good. We

call the points of Xan analytic points of X. Since Xan is assumed to be good

every analytic point x of X has a fundamental system of neighborhoods con-

sisting of affinoid subdomains SpB ⊂ X such that M(B) is a neighborhood

of x in Xan.

Definition A.4.1. Let π : Y → X be a morphism of rigid analytic spaces

over L. Y is called an étale covering space of X if Y is quasi-paracompact and

if for every analytic point x of X there exists an affinoid subspace SpB ⊂ X

such that M(B) is a neighborhood of x in Xan and such that Y ×X SpB is a

disjoint union of affinoids mapping finite étale to SpB. The category of étale

covering spaces of X is denoted Covét
X .

All étale covering spaces are coverings for the étale topology in the site

Xét; see Definition A.3.1. The reader should not confuse the concepts of

étale covering spaces and coverings for the étale topology. Note that the

strictly L-analytic space associated with an étale covering space of X is again

a Berkovich space.

In order to define the étale fundamental group let x̄ : Sp→ X ⊗L K be a

geometric point of X. As in [SGA1] consider the fiber functor at x̄:

F ét
x̄ : Covét

X −→ Sets ,

F ét
x̄

(
π : Y → X

)
:= { ȳ : SpK → Y ⊗L K with π ◦ ȳ = x̄ }

to the category of sets.

Definition A.4.2. We define the étale fundamental group as the automor-

phism group of F ét
x̄

πét
1 (X, x̄) := Aut(F ét

x̄ ) .
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This is topologized as follows. The fundamental open neighborhoods of 1 are

the stabilizers StabX′,x̄′ in πét
1 (X, x̄) of arbitrary geometric points x̄′ above x̄

in arbitrary étale covering spaces X ′ ∈ Covét
X .

The étale fundamental group classifies the étale covering spaces in the

following sense. Let πét
1 (X, x̄)-Sets be the category of discrete sets endowed

with a continuous left action of πét
1 (X, x̄). If Y ∈ Covét

X , then F ét
x̄ (Y ) naturally

is an object of πét
1 (X, x̄)-Sets. The following theorem is due to de Jong [dJ95,

Th. 2.10 and §5]

Theorem A.4.3. The fiber functor

F ét
x̄ : Covét

X −→ πét
1 (X, x̄)-Sets

is fully faithful, and extends to an equivalence of categories

{disjoint unions of objects of Covét
X} −→ πét

1 (X, x̄)-Sets.

Connected coverings correspond to πét
1 (X, x̄)-orbits.

We finally want to define the notion of local systems of Fq((z))-vector

spaces.

Definition A.4.4. We define a local system of Fq[[z]]-lattices on X as a

projective system F = (Fn, in) of sheaves Fn of Fq[[z]]/(zn)-modules on Xét

such that Fn is a locally constant free Fq[[z]]/(zn)-module of finite rank and in

induces an isomorphism of sheaves of Fq[[z]]/(zn−1)-modules:

in ⊗ id : Fn ⊗Fq [[z]]/(zn) Fq[[z]]/(zn−1) ∼−→Fn−1 .

(Of course locally constant means locally for the étale topology.) The category

Fq[[z]]-LocX of local systems of Fq[[z]]-lattices with the obvious morphisms is

an additive Fq[[z]]-linear rigid tensor category. If x̄ is a geometric point of X,

we define the stalk Fx̄ of F at x̄ as

Fx̄ := lim
←−

(Fn,x̄, in) .

It is a finite free Fq[[z]]-module. Starting from Fq[[z]]-lattices one defines local

systems of Fq((z))-vector spaces as in [dJ95, §5]. In concrete terms this means

that a local system of Fq((z))-vector spaces on X is given by the following data

V =
(
{Ui → X}, Fi, ϕij

)
where

• {Ui → X} is a covering for the étale topology on X,

• Fi is a local system of Fq[[z]]-lattices over Ui for each i,

• for each pair i, j, ϕij is an invertible section over Ui ×X Uj of the sheaf

HomFq [[z]]-LocX

(
Fi|Ui×XUj , Fj |Ui×XUj

)
⊗Fq [[z]] Fq((z)) .
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These data are subject to the cocycle condition pr∗jk(ϕjk)◦pr∗ij(ϕij) = pr∗ik(ϕik)

on the triple product Ui ×X Uj ×X Uk. A refinement of the covering gives by

definition an isomorphic object. Therefore morphisms V → V ′ need only be

defined for systems given over the same covering {Ui → X}. In this case (after

possibly refining the covering {Ui → X} further) such a morphism is defined

by a collection of sections ϕi of the sheaf HomFq [[z]]-LocX
(Fi,F ′i) ⊗Fq [[z]] Fq((z))

over Ui satisfying ϕ′ij ◦ pr∗i (ϕi) = pr∗j (ϕj) ◦ ϕij over Ui ×X Uj .

If x̄ is a geometric point of X, we define the stalk Vx̄ of V at x̄ as follows.

Choose a lift ȳ of x̄ in some Ui and put

Vx̄ := Fi,ȳ ⊗Fq [[z]] Fq((z)) .

One easily verifies that Vx̄ is a well defined finite dimensional Fq((z))-vector

space.

The local systems of Fq((z))-vector spaces form a category Fq((z))-LocX .

It is an abelian Fq((z))-linear rigid tensor category. The theory of these local

systems parallels the theory of local systems of Qp-vector spaces developed in

[dJ95]. In particular there is the following description where for a topological

group G we denote by RepFq((z))
G the category of continuous representations

in finite dimensional Fq((z))-vector spaces.

Proposition A.4.5 (Compare [dJ95, Cor. 5.2]). For any geometric point

x̄ of X there is a natural Fq((z))-linear tensor functor

wx̄ : Fq((z))-LocX → RepFq((z))

(
πét

1 (X, x̄)
)

which assigns to a local system V the πét
1 (X, x̄)-representation Vx̄. It is an

equivalence if X is connected. �

Correspondingly one can define the category Fq((z))-LocXan of local sys-

tems of Fq((z))-vector spaces on the Berkovich space Xan associated with X as

in [dJ95, §4].

Proposition A.4.6 (Compare [dJ95, Prop. 5.1]). There is a natural ten-

sor equivalence of categories Fq((z))-LocXan → Fq((z))-LocX . �

Proposition A.4.7 (Compare [dJ95, Cor. 4.4]). A local system of Fq((z))-
vector spaces V on X can always be given as V =

(
{Ui → X},Fi, ϕij

)
, where

the Ui are affinoid subdomains of X and the associated Berkovich spaces Uan
i

form an affinoid covering of Xan in the sense of Definition A.2.3. �

A.5. An approximation lemma. The following lemma generalizes the fact

that Lsep lies dense in Lalg.
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Lemma A.5.1. Let B be an affinoid L-algebra and let x ∈ M(B). Then

to any given b ∈ ̂κ(x)alg and ε ∈ R>0 there exists a connected affinoid neigh-

borhood M(B′) of x, a finite étale B′-algebra C such that M(C) contains a

unique point y above x, and an element c ∈ C with |b− c|y < ε.

Proof. By [BGR84, 3.4.1/6], κ(x)sep is dense in ̂κ(x)alg. So we find an

element b′ ∈ κ(x)sep with |b − b′|x < ε. Consider the minimal polynomial

f = Xn+a′n−1X
n−1 + · · ·+a′0 of b′ over κ(x). Since κ(x) = Frac

(
B/ ker | . |x

)∧
we may approximate the a′i by elements āi ∈ Frac

(
B/ ker | . |x

)
and replace

them by the āi, neither changing the separability of κ(x)(b′) over κ(x) nor the

inequality |b − b′|x < ε. We also may assume that f remains irreducible over

κ(x) since otherwise we replace it by an appropriate irreducible factor and

repeat the approximation. Consider the smallest common denominator d̄ in

B/ ker | . |x of the āi and lift it to an element d ∈ B. The Zariski closed subset

on which d vanishes does not contain x. Hence there is an affinoid neighborhood

M(B′) of x on which d is invertible. We obtain āi ∈ B′/ ker | . |x. Choose lifts

ai∈B′ of āi and letC be the finiteB′-algebraB′[X]/(Xn+an−1X
n−1+· · ·+a0).

The Zariski closed subset ofM(B′) above which C is not étale does not contain

x. So we may shrink M(B′) to a connected affinoid neighborhood of x above

which C is finite étale. By construction there is exactly one point in M(C)

which maps to x. When c = X the lemma follows. �

For further reference, we record a consequence of [dJvdP96, Lemma 3.1.6].

Lemma A.5.2. Let B be an affinoid L-algebra and let x ∈ M(B). Con-

sider a finite B-algebra C such that there is precisely one point y ∈ M(C) in

the fiber over x. Let M(C ′) be an affinoid neighborhood of y in M(C). Then

there exists a connected affinoid neighborhood M(B′) of x in M(B) such that

M(B′ ⊗B C) is an affinoid neighborhood of y contained in M(C ′). �

A.6. An extension lemma. We introduce the following notation in the

formal setting. Let B◦ be an admissible formal R-algebra (see A.1) and let

B = B◦ ⊗R L be the associated affinoid L-algebra. We equip B with an

L-Banach norm | . | such that B◦ = {b ∈ B : |b| ≤ 1}. We denote by B the

R/mR-algebra B◦/{b ∈ B◦ : |b| < 1}. We define the B◦-algebras

B◦〈z〉 =
{ ∞∑
i=0

biz
i : bi ∈ B◦, |bi| → 0 (i→∞)

}
and

B◦〈z, z−1〉 =
{ ∞∑
i=−∞

biz
i : bi ∈ B◦, |bi| → 0 (i→ ±∞)

}
.

We denote by an over-bar the reduction modulo mR, for example B◦〈z〉 = B[z].

Note that we do not assume that B◦ is noetherian. For the notion of

coherent sheaf in the non-noetherian case see [EGA, 0, §5.3].
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Lemma A.6.1. Let M be a coherent sheaf on Spf B◦〈z〉. Then M is

locally free if and only if M is flat over Spf B◦ and for every maximal ideal m

of B◦ the (B◦/m)[z]-module M⊗B◦〈z〉 (B◦/m)[z] is free.

Proof. Since one direction is obvious we will now assume that M is flat

over Spf B◦ and thatM⊗B◦〈z〉 (B◦/m)[z] is locally free for each maximal ideal

m of B◦. We must show that for any maximal ideal n of B◦〈z〉 the B◦〈z〉n-
module Mn is free. Set m := n ∩ B◦. Since n is maximal we have mR ⊂ n.

Consider the ideal n = n/mRB
◦〈z〉 ⊂ B[z]. Since B is of finite type over the

field R/mR, it is a Jacobson ring. Hence m := n ∩B = m/mRB
◦ is a maximal

ideal of B by [Eis95, Th. 4.19] and so m is a maximal ideal of B◦.

By assumption the B◦〈z〉n/mB◦〈z〉n-moduleMn/mMn is finite free. Lift-

ing a basis to Mn we obtain an exact sequence of B◦〈z〉n-modules

0→ K → B◦〈z〉⊕`n →Mn → 0 ,

which is exact on the right by Nakayama. The kernel K is coherent by [EGA,

0, Cor. 5.3.4], because B◦〈z〉n is a coherent ring by [BL93a, Prop. 1.3]. Since

Mn is flat over B◦m the sequence remains exact after tensoring with B◦m/mB
◦
m.

In particular K⊗B◦m B◦/m = (0) and we find K = mK, whence K = 0 again by

Nakayama. This shows that Mn is free as desired. �

The argument used to prove the following extension lemma is a refinement

of Langton’s method [Lan75, Prop. 6].

Lemma A.6.2. Let X be a quasi-compact admissible formal scheme over

Spf R with associated rigid analytic space XL over L. Let N be a finitely

generated free sheaf on X ×Spf R Spf R〈z, z−1〉, let ML be a locally free sheaf

on XL ×L SpL〈z〉 of finite rank, and let

ϕ : N ⊗OX〈z,z−1〉 OXL〈z, z−1〉 ∼−→ ML ⊗OXL 〈z〉 OXL〈z, z
−1〉

be an isomorphism. Then there exists an admissible blowing-up π : X ′ → X

such that ML and N both come from a locally free sheaf M′ on X ′ ×Spf R

Spf R〈z〉 of finite rank with the following property : For any morphism β :

Spf C◦ → X ′ of admissible formal Spf R-schemes we have

Γ
(
Spf C◦〈z〉 , β∗M′

)
= Γ

(
Sp(C◦ ⊗R L)〈z〉 , β∗ML

)
∩ Γ
(
Spf C◦〈z, z−1〉 , β∗π∗N

)
inside Γ

(
Sp(C◦⊗RL)〈z, z−1〉 , β∗ML

)
. This property uniquely determinesM′.

Proof. In view of the uniqueness assertion the problem is local on X. We

use Lemma 1.2.6 to produce an affinoid covering of XL over whichML is free.

By [BL93b, Th. 5.5] this covering is induced by an open affine covering of X

after replacing X by an admissible blowing-up of X. Thus we may assume that

X = Spf B◦ is affine and ML is associated with a free B〈z〉-module ML. We
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identify N with its image under ϕ. Let m = (m1, . . . ,m`) be a basis of ML.

Let N be the B◦〈z, z−1〉-module associated with N . After multiplication with

a power of ζ we may assume that the mi belong to N . We will show that the

intersection M = ML ∩N inside ML ⊗ B〈z, z−1〉 is a coherent B◦〈z〉-module

with M ⊗B◦〈z〉 B〈z〉 = ML and M ⊗B◦〈z〉 B◦〈z, z−1〉 = N .

Let n = (n1, . . . , n`) be a basis of the B◦〈z, z−1〉-module N . The iso-

morphism between ML and N yields a matrix U ∈ GL`
(
B〈z, z−1〉

)
with

n = mU , that is nj =
∑

i Uijmi. We can write U = z−aU ′ + U ′′ for

U ′′ ∈M`

(
ζB◦〈z, z−1〉

)
, a ∈ Z, and U ′ ∈M`

(
B[z]

)
. Since mi ∈ N we have

U−1 ∈M`

(
B◦〈z, z−1〉

)
and U−1U ′ = za(Id`−U−1U ′′) ∈ GL`

(
B◦〈z, z−1〉

)
.

By [BGR84, Lemma 9.7.1/1], detU ′ ∈ B〈z, z−1〉× = B× · B◦〈z, z−1〉×. So we

may write detU ′ = b · f with b ∈ B× and f ∈ B◦〈z, z−1〉×. We define the basis

n′ = (n′1, . . . , n
′
`) := nU−1U ′f−1 of N . Then n′ = mU ′f−1. Considering the

adjoint matrix (U ′)ad of U ′ one sees that

(U ′)−1f = b−1(U ′)ad = (U−1U ′)−1U−1f ∈M`

(
B[z] ∩B◦〈z, z−1〉

)
=M`

(
B◦[z]

)
.

In particular mi ∈
⊕`

j=1B
◦[z] · n′j . Moreover, there exists an integer e such

that U ′ ∈M`

(
ζeB◦[z]

)
.

Now let m ∈M = ML ∩N . Then m = m ·x = n′ · y for vectors x ∈ B〈z〉`
and y ∈ B◦〈z, z−1〉`. From the equations x = U ′f−1 y and y = (U ′)−1f x we

derive x ∈
(
ζeB◦〈z〉

)`
and y ∈ B◦〈z〉`. Thus M equals the intersection

(A.1) M =
⊕̀
i=1

B◦〈z〉ζemi ∩
⊕̀
j=1

B◦〈z〉n′j

inside
⊕`

j=1B
◦〈z〉ζe n′j . By [BL93a, Prop. 1.3], B◦〈z〉 is a coherent ring. Hence

M is a coherent B◦〈z〉-module by [EGA, 0, Cor. 5.3.6]. Since m and n′ f =

mU ′ belong to M and form bases of ML and N respectively, we find M ⊗B◦〈z〉
B〈z〉 = ML and M ⊗B◦〈z〉 B◦〈z, z−1〉 = N . Let M be the coherent sheaf on

Spf B◦〈z〉 associated with M . By [BL93b, Th. 4.1] there exists an admissible

blowing-up π : X ′ → Spf B◦ such that M′ := π∗M/(ζ-torsion) is a coherent

sheaf on X ′ ×Spf R Spf R〈z〉 which is flat over X ′. To show that M′ is locally

free we need the following lemma.

Lemma A.6.3. Let L′ be a finite extension of L with valuation ring R′.

Let C◦ be an admissible formal R′-algebra and let C := C◦ ⊗R′ L′ be the

associated affinoid L′-algebra. Let β : Spf C◦ → X ′ be a morphism of formal

Spf R-schemes and let βL : SpC → X ′L be the associated morphism of rigid

analytic spaces. Then

Γ
(
Spf C◦〈z〉 , β∗M′

)
= ML ⊗B〈z〉 C〈z〉 ∩N ⊗B◦〈z,z−1〉 C

◦〈z, z−1〉 .
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Proof of Lemma A.6.3. We translate equation (A.1) describing M into

the following exact sequences of coherent B◦〈z〉-modules:

0 //
⊕̀
i=1

B◦〈z〉ζemi
//
⊕̀
j=1

B◦〈z〉ζe n′j // W1
// 0 ,

0 //
⊕̀
j=1

B◦〈z〉n′j //
⊕̀
j=1

B◦〈z〉ζe n′j // W2
// 0 ,

0 // M //
⊕̀
j=1

B◦〈z〉ζe n′j // W1 ⊕W2
// 0 .

We tensor with C◦〈z〉 over B◦〈z〉 and obtain the following commutative dia-

gram with exact rows

(A.2)

0 //
⊕̀
i=1

C◦〈z〉ζemi
//

� _

��

⊕̀
j=1

C◦〈z〉ζe n′j //

� _

��

W1 ⊗B◦〈z〉 C◦〈z〉 // 0

0 //
⊕̀
i=1

C〈z, z−1〉ζemi
∼ //
⊕̀
j=1

C〈z, z−1〉ζe n′j // 0 .

Here the injectivity of the vertical arrows shows that the upper row is also

exact on the left. Similarly we find that the sequence

(A.3)

0 //
⊕̀
j=1

C◦〈z〉n′j //
⊕̀
j=1

C◦〈z〉ζe n′j // W2 ⊗B◦〈z〉 C◦〈z〉 // 0

is exact. Consider the commutative diagram with exact first row

(A.4)

0 // V // M⊗B◦〈z〉C
◦〈z〉 //

f

��

⊕̀
j=1

C◦〈z〉ζe n′j //

� _

��

(W1⊕W2)⊗B◦〈z〉C
◦〈z〉 // 0

M⊗B◦〈z〉C〈z〉 //

� _

g

��

⊕̀
j=1

C〈z〉ζe n′j
� _

��

M⊗B◦〈z〉C〈z, z−1〉
⊕̀
j=1

C〈z, z−1〉ζe n′j
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The equality in the last row follows from the fact that M ⊗B◦〈z〉 B〈z, z−1〉 =⊕`
j=1B〈z, z−1〉ζen′j . The vertical map g is injective because M ⊗B◦〈z〉 C〈z〉 =

ML ⊗B〈z〉 C〈z〉 is flat over C〈z〉. Let ζ(π
∗M) be the ζ-torsion of π∗M. The

sequence

0 // β∗ζ(π
∗M) // β∗π∗M // β∗M′ // 0

is exact on the left since M′ is flat over X ′. We obtain the following commu-

tative diagram with exact rows

Γ
(
Spf C◦〈z〉 , β∗ζ(π∗M)

) � � // M ⊗B◦〈z〉 C
◦〈z〉 // //

f

��

Γ
(
Spf C◦〈z〉 , β∗M′

)
� _

��

M ⊗B◦〈z〉 C〈z〉
∼= // Γ

(
Spf C◦〈z〉 , β∗M′

)
⊗C◦ C.

The second row is exact since β∗ζ(π
∗M)⊗C◦ C = 0. The vertical map on the

right is injective since β∗M′ is flat over C◦. We conclude that

V = ker f = Γ
(
Spf C◦〈z〉 , β∗ζ(π∗M)

)
and

Γ
(
Spf C◦〈z〉 , β∗M′

)
= M ⊗B◦〈z〉 C◦〈z〉/V

= ML ⊗B〈z〉 C〈z〉 ∩N ⊗B◦〈z,z−1〉 C
◦〈z, z−1〉

as claimed. �

Proof of Lemma A.6.2 continued. To finish the proof we will show that

M′ is locally free on X ′ ×Spf R Spf R〈z〉 using Lemma A.6.1. Let x ∈ X ′ be a

closed point with residue field κ(x). We have to show thatM′⊗OX′ 〈z〉κ(x)[z] is

a free κ(x)[z]-module. By [BL93a, 3.5 and 3.2] there exists a rank-1 valuation

ring R′ extending R whose fraction field L′ is a finite extension of L, and a

morphism of formal R-schemes β : Spf R′ → X ′ which makes the residue field

k′ of R′ into a finite extension of the residue field κ(x) of x. By faithfully flat

descent [EGA, IV2, Prop. 2.5.2] it suffices to show that β∗M′ ⊗R′ k′ is a free

module over R′〈z〉 ⊗R′ k′ = k′[z]. We put M ′R′ := Γ
(
Spf R′〈z〉 , β∗M′

)
and

NR′ := Γ
(
Spf R′〈z, z−1〉 , β∗π∗N

)
and consider the restriction map

M ′R′ −→ Γ
(
Spf R′〈z, z−1〉 , β∗M′

)
= NR′ .

We claim that the induced morphismM ′R′/mR′M
′
R′ → NR′/mR′NR′ is injective.

Indeed M ′R′∩mR′NR′ = mR′M
′
R′ since by Lemma A.6.3, M ′R′ = NR′∩ML⊗B〈z〉

L′〈z〉 and ML⊗B〈z〉L′〈z〉 = mR′ ·ML⊗B〈z〉L′〈z〉. Hence M ′R′⊗R′k′ ⊂ NR′⊗R′k′
and since N ′R′ ⊗R′ k′ is a torsion free k′[z]-module, the same is true for M ′R′
⊗R′ k′. We conclude that β∗M′ ⊗R′ k′ is a free k′[z]-module as desired. �
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We apply Lemma A.6.2 in Section 2.4 to extend σ-modules over rigid an-

alytic spaces to formal models. For this purpose let us introduce the following

B◦-algebra

B◦[[z, z−1〉 =
{ ∞∑
i=−∞

biz
i : bi ∈ B◦, |bi| → 0 (i→ −∞)

}
.

Note that B◦[[z]]⊗B◦ B is strictly contained in the B-algebra B{z} defined in

Section 1.1 since for any element
∑
biz

i of B◦[[z]] ⊗B◦ B the sequence |bi| is

bounded. In contrast this is not true in B{z}. With this notation we may

deduce from the proof of Lemma A.6.2 also the following:

Lemma A.6.4. Keeping the situation of Lemma A.6.2, and in addition

given morphisms

FML
: σ∗ML ⊗B〈z〉 B{z} −→ ML ⊗B◦〈z〉 B{z} and

FN : σ∗N ⊗B◦〈z,z−1〉 B
◦[[z, z−1〉 −→ N ⊗B◦〈z,z−1〉 B

◦[[z, z−1〉

with ϕ ◦ FN = FML
◦ σ∗ϕ, then we have a uniquely determined morphism

FM′ : σ∗M′ ⊗OX′ 〈z〉 OX′ [[z]] −→M
′ ⊗OX′ 〈z〉 OX′ [[z]]

of sheaves of OX′ [[z]]-modules on X ′ extending FML
and FN .

We start the proof with the following:

Lemma A.6.5. In Lemma A.6.3, Γ
(
Spf C◦〈z〉 , β∗M′

)
⊗C◦〈z〉C◦[[z]] equals

the intersection

ML ⊗B〈z〉
(
C◦[[z]]⊗C◦ C

)
∩N ⊗B◦〈z,z−1〉 C

◦[[z, z−1〉

inside ML ⊗B〈z〉
(
C◦[[z, z−1〉 ⊗C◦ C

)
.

Proof. This follows literally as in the proof of Lemma A.6.3. One only

replaces C◦〈z〉 by C◦[[z]], C〈z〉 by C◦[[z]] ⊗C◦ C, and C〈z, z−1〉 by C◦[[z, z−1〉
⊗C◦C. �

Proof of Lemma A.6.4. We continue with the notation introduced in the

proof of Lemma A.6.2. In particular

ML =
⊕
i

B〈z〉mi and N =
⊕
j

B◦〈z, z−1〉n′j .

The bases m = (m1, . . . ,m`) and n′ = (n′1, . . . , n
′
`) are related by n′ = m U ′f−1

and m = n′ (U ′)−1f , where f ∈ B◦〈z, z−1〉×, U ′ ∈M`

(
ζeB◦[z]

)
and (U ′)−1f ∈

M`

(
B◦[z]

)
.

Let FML
(σ∗m) = mΦ and FN (σ∗n′) = n′Ψ with matrices Φ ∈M`

(
B{z}

)
and Ψ ∈M`

(
B◦[[z, z−1〉

)
. From the compatibility relation ϕ◦FN = FML

◦σ∗ϕ
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we deduce

Φ = U ′f−1 ·Ψ
(
(U ′)−1f

)σ ∈M`

(
B{z} ∩ ζeB◦[[z, z−1〉

)
⊂ M`

(
B◦[[z]]⊗B◦ B

)
.

So if β : Spf C◦ ↪→ X ′ is an affine open subset and

m ∈ Γ
(
Spf C◦〈z〉 , σ∗M′

)
⊗C◦〈z〉 C◦[[z]] ,

then FML
(m) ∈ML⊗B〈z〉

(
C◦[[z]]⊗C◦C

)
and FN (m) ∈ N⊗B◦〈z,z−1〉C

◦[[z, z−1〉.
Using Lemma A.6.5 we obtain the desired morphism

FM : Γ
(
Spf C◦〈z〉 , σ∗M′

)
⊗C◦〈z〉 C◦[[z]]

−→ Γ
(
Spf C◦〈z〉 ,M′

)
⊗C◦〈z〉 C◦[[z]] . �
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pp. 39–116. MR 2493216. Zbl 1168.11018.

[AI08] F. Andreatta and A. Iovita, Global applications of relative (ϕ,Γ)-

modules. I, in Représentations p-Adiques de Groupes p-Adiques. I.

Représentations Galoisiennes et (ϕ,Γ)-Modules, Astérisque 319, 2008,

pp. 339–420. MR 2493222. Zbl 1163.11051.

[Ax70] J. Ax, Zeros of polynomials over local fields—The Galois action, J. Al-

gebra 15 (1970), 417–428. MR 0263786. Zbl 0216.04703. doi: 10.1016/

0021-8693(70)90069-4.

[Ber02] L. Berger, Représentations p-adiques et équations différentielles, Invent.
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Hermann, Paris, 1971. MR 0358652. Zbl 1107.54001.

[Bre00] C. Breuil, Groupes p-divisibles, groupes finis et modules filtrés, Ann. of

Math. 152 (2000), 489–549. MR 1804530. Zbl 1042.14018. doi: 10.2307/

2661391.

[Bri08] O. Brinon, Représentations p-Adiques Cristallines et de de Rham dans

le Cas Relatif, Mém. Soc. Math. Fr. 112, 2008. MR 2484979. Zbl 1170.

14016.

[Col02] P. Colmez, Espaces de Banach de dimension finie, J. Inst. Math.

Jussieu 1 (2002), 331–439. MR 1956055. Zbl 1044.11102. doi: 10.1017/

S1474748002000099.

[Col08] , Espaces vectoriels de dimension finie et représentations

de de Rham, in Représentations p-Adiques de Groupes p-Adiques.I.

http://www.ams.org/mathscinet-getitem?mr=2493221
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1168.11020
http://www.ams.org/mathscinet-getitem?mr=1070709
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0715.14013
http://www.ams.org/mathscinet-getitem?mr=1259429
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0804.32019
http://www.numdam.org/item?id=PMIHES_1993__78__5_0
http://www.numdam.org/item?id=PMIHES_1993__78__5_0
http://www.ams.org/mathscinet-getitem?mr=2302519
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1140.11030
http://dx.doi.org/10.1090/S0002-9947-07-04136-0
http://dx.doi.org/10.1007/s00209-009-0661-1
http://wwwmath1.uni-muenster.de/sfb/about/publ/heft378.ps
http://wwwmath1.uni-muenster.de/sfb/about/publ/heft378.ps
http://www.ams.org/mathscinet-getitem?mr=0746961
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0539.14017
http://www.ams.org/mathscinet-getitem?mr=1202394
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0808.14017
http://dx.doi.org/10.1007/BF01444889
http://www.ams.org/mathscinet-getitem?mr=1225983
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0808.14018
http://www.ams.org/mathscinet-getitem?mr=1045822
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0705.14001
http://www.ams.org/mathscinet-getitem?mr=0274237
http://www.zentralblatt-math.org/zmath/en/search/?q=an:0211.02401
http://www.ams.org/mathscinet-getitem?mr=0358652
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1107.54001
http://www.ams.org/mathscinet-getitem?mr=1804530
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1042.14018
http://dx.doi.org/10.2307/2661391
http://dx.doi.org/10.2307/2661391
http://www.ams.org/mathscinet-getitem?mr=2484979
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1170.14016
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1170.14016
http://www.ams.org/mathscinet-getitem?mr=1956055
http://www.zentralblatt-math.org/zmath/en/search/?q=an:1044.11102
http://dx.doi.org/10.1017/S1474748002000099
http://dx.doi.org/10.1017/S1474748002000099


PERIOD SPACES FOR HODGE STRUCTURES IN EQUAL CHARACTERISTIC 1355

Représentations Galoisiennes et (ϕ,Γ)-Modules, Astérisque 319, 2008,
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